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Introduction

About this publication

These topics describe how to use the IBM® Informix® ON-Bar and ontape utilities
to back up and restore database server data.

These utilities enable you to recover your databases after data is lost or becomes
corrupt due to hardware or software failure or accident.

Types of users
These topics were written for the following users:
* Database administrators
* System administrators
* Backup operators
* Technical support personnel

These topics are written with the assumption that you have the following
background:

* Some experience with storage managers, which are applications that manage the
storage devices and media that contain backups

* A working knowledge of your computer, your operating system, and the utilities
that your operating system provides

* Some experience working with relational databases or exposure to database
concepts

* Some experience with database server administration, operating-system
administration, or network administration

You can access the Informix information centers, as well as other technical
information such as technotes, white papers, and IBMRedbooks publications online
at |http:/ /www.ibm.com /software /data/sw-library /|

Software dependencies

This publication is written with the assumption that you are using IBM Informix
Version 12.10 as your database server.

Assumptions about your locale

IBM Informix products can support many languages, cultures, and code sets. All
the information related to character set, collation and representation of numeric
data, currency, date, and time that is used by a language within a given territory
and encoding is brought together in a single environment, called a Global
Language Support (GLS) locale.

The IBM Informix OLE DB Provider follows the ISO string formats for date, time,
and money, as defined by the Microsoft OLE DB standards. You can override that

default by setting an Informix environment variable or registry entry, such as
GL_DATE.
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If you use Simple Network Management Protocol (SNMP) in your Informix
environment, note that the protocols (SNMPv1 and SNMPv2) recognize only
English code sets. For more information, see the topic about GLS and SNMP in the
IBM Informix SNMP Subagent Guide.

The examples in this publication are written with the assumption that you are
using one of these locales: en_us.8859-1 (ISO 8859-1) on UNIX platforms or
en_us.1252 (Microsoft 1252) in Windows environments. These locales support U.S.
English format conventions for displaying and entering date, time, number, and
currency values. They also support the ISO 8859-1 code set (on UNIX and Linux)
or the Microsoft 1252 code set (on Windows), which includes the ASCII code set
plus many 8-bit characters such as é and 1.

You can specify another locale if you plan to use characters from other locales in
your data or your SQL identifiers, or if you want to conform to other collation
rules for character data.

For instructions about how to specify locales, additional syntax, and other
considerations related to GLS locales, see the IBM Informix GLS User’s Guide.

Demonstration databases

The DB-Access utility, which is provided with your IBM Informix database server
products, includes one or more of the following demonstration databases:

¢ The stores_demo database illustrates a relational schema with information about
a fictitious wholesale sporting-goods distributor. Many examples in IBM
Informix publications are based on the stores_demo database.

* The superstores_demo database illustrates an object-relational schema. The
superstores_demo database contains examples of extended data types, type and
table inheritance, and user-defined routines.

For information about how to create and populate the demonstration databases,
see the IBM Informix DB-Access User’s Guide. For descriptions of the databases and
their contents, see the IBM Informix Guide to SQL: Reference.

The scripts that you use to install the demonstration databases are in the
$INFORMIXDIR/bin directory on UNIX platforms and in the SINFORMIXDIR%\bin
directory in Windows environments.

What's New in the Backup and Restore Guide, Version 12.10

This publication includes information about new features and changes in existing
functionality.

The following changes and enhancements are relevant to this publication. For a
complete list of what's new in this release, go to [http://www.ibm.com/support /|
Iknowledgecenter/ SSGU8G_12.1.0/com.ibm.po.doc/ new_features_ce.html

Table 1. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC6

Overview

Reference

Restore tenant databases to a point in time [“onbar -r syntax: Restoring data” on page 6-2|

You can now restore a tenant database to a particular
point in time. Run the onbar -r command with the new
-T option to specify the tenant database and the -t option
to specify the point in time.
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Table 1. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC6 (continued)

Overview

Reference

Control restore resources

You can set the number of parallel processes to run
during a restore independently from the number of
processes for a backup with the new
BAR_MAX_RESTORE configuration parameter.
Previously, the BAR_MAX_BACKUP configuration
parameter controlled the number of processes for both
backups and restores.

“BAR_MAX_RESTORE configuration parameter” on page]
17-9

Table 2. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC5

Overview

Reference

Larger maximum tape size for backups

The maximum value of the TAPEDEV and LTAPEDEV
configuration parameters is now 9223372036854775807
KB, which is equivalent to 9 ZB.

|“TAPESIZE configuration parameter” on page 17-24|

[“LTAPESIZE configuration parameter” on page 17-19|

Table 3. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC2

Overview

Reference

Restore critical files

You can restore the following critical files that you backed
up with the ON-Bar utility:

* The onconfig file

* UNIX: The sqlhosts file

¢ The ON-Bar emergency boot file: ixbar.servernum

* The server boot file: oncfg_servername.servernum

Run the onbar -r command with the -cf yes option to
restore critical files during a cold restore. Run the onbar
-1 -cf only command to restore only the critical files.

Previously, you restored critical files by using storage
manager commands.

[“onbar -r syntax: Restoring data” on page 6-2

Optimize backups for data deduplication

If your storage manager is enabled for data
deduplication, use the IFX_BAR_USE_DEDUP
environment variable to make backup operations more
efficient. The new environment variable optimizes the
format of backup images for deduplication processes.

“TIFX_BAR_USE_DEDUP environment variable” on page]

17—1§|
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Table 3. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC2 (continued)

Overview

Reference

Enhanced support for IBM Tivoli® Storage Manager
features

If you use IBM Tivoli Storage Manager (TSM) with the

ON-Bar utility to back up and restore data, you can

configure ON-Bar to support the following TSM features:

* You can speed back up and restore processes by setting
a longer transfer buffer size. Set the
IFX_BAR_NO_LONG_BUFFERS environment variable
to prevent long transfer buffers.

* You can replicate or import and export backup objects
between TSM servers. Set the IFX_TSM_OBJINFO_OFF
environment variable to prevent this feature.

“Configuring ON-Bar for optional TSM features” on page]
4-6)

ON-Bar activity log timestamps

When a storage manager process hangs, the timestamp
for the process in the ON-Bar activity log is inaccurate.
The inaccurate timestamp represents the time at which
the storage manager process started hanging instead of
the current time. Inaccurate timestamps in the ON-Bar
activity log are identified with an asterisk. The
accompanying message lists the number of minutes after
the timestamp that the storage manager process hung.

“Message format in the ON-Bar message log” on page]|
10-1

Table 4. What's New in IBM Informix Backup and Restore Guide for Version 12.10.xC1

Overview

Reference

Enhanced built-in storage management for backup and
restore

IBM Informix Primary Storage Manager, which replaces
IBM Informix Storage Manager (ISM), is easier to set up
and use, even in embedded environments. You use the
Informix Primary Storage Manager onpsm utility to
manage storage for ON-Bar backup and restore
operations, including parallel backups, that use file
devices (disks).

The onsmsync utility provides new commands that you
can use to export backups to, and import them from,
Informix Primary Storage Manager external device pools.

Chapter 15, “IBM Informix Primary Storage Manager,” on|

page 15—1|

[“The onsmsync utility” on page 8-4

“Informix Primary Storage Manager configuration|
parameters” on page 17-30)

Example code conventions

Examples of SQL code occur throughout this publication. Except as noted, the code
is not specific to any single IBM Informix application development tool.

If only SQL statements are listed in the example, they are not delimited by
semicolons. For instance, you might see the code in the following example:

CONNECT TO stores_demo

DELETE FROM customer

WHERE customer_num = 121
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COMMIT WORK
DISCONNECT CURRENT

To use this SQL code for a specific product, you must apply the syntax rules for
that product. For example, if you are using an SQL API, you must use EXEC SQL
at the start of each statement and a semicolon (or other appropriate delimiter) at
the end of the statement. If you are using DB-Access, you must delimit multiple
statements with semicolons.

Tip: Ellipsis points in a code example indicate that more code would be added in
a full application, but it is not necessary to show it to describe the concept that is
being discussed.

For detailed directions on using SQL statements for a particular application
development tool or SQL API, see the documentation for your product.

Additional documentation

Documentation about this release of IBM Informix products is available in various
formats.

You can access Informix technical information such as information centers,
technotes, white papers, and IBM Redbooks® publications online at
[http:/ /www.ibm.com/software/data/sw-library /|

Compliance with industry standards

IBM Informix products are compliant with various standards.

IBM Informix SQL-based products are fully compliant with SQL-92 Entry Level
(published as ANSI X3.135-1992), which is identical to ISO 9075:1992. In addition,
many features of IBM Informix database servers comply with the SQL-92
Intermediate and Full Level and X/Open SQL Common Applications Environment
(CAE) standards.

How to read the syntax diagrams

Syntax diagrams use special components to describe the syntax for SQL statements
and commands.

Read the syntax diagrams from left to right and top to bottom, following the path
of the line.

The double right arrowhead and line symbol »— indicates the beginning of a
syntax diagram.

The line and single right arrowhead symbol — indicates that the syntax is
continued on the next line.

The right arrowhead and line symbol »— indicates that the syntax is continued
from the previous line.

The line, right arrowhead, and left arrowhead symbol —>< symbol indicates the
end of a syntax diagram.
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Syntax fragments start with the pipe and line symbol |— and end with the —|
line and pipe symbol.

Required items appear on the horizontal line (the main path).

»>—required_item >

Optional items appear below the main path.

»>—required_item >
|—optional_item—|
If you can choose from two or more items, they appear in a stack.

If you must choose one of the items, one item of the stack appears on the main
path.

»>—required i tem—Erequ ired choicel ><
requi red_choiceZ—|

If choosing one of the items is optional, the entire stack appears below the main
path.

»>—required_item ><
i:optional_choicel:‘
0

ptional_choice2

If one of the items is the default, it will appear above the main path, and the
remaining choices will be shown below.

default choice
[eefeutt chotee™)

»>—required_item <
i:zptional_choice:‘

ptional_choice

An arrow returning to the left, above the main line, indicates an item that can be
repeated. In this case, repeated items must be separated by one or more blanks.

»—required_item——repeatable_item >

If the repeat arrow contains a comma, you must separate repeated items with a
comma.

v

»>—required_item

repeatable_item >
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A repeat arrow above a stack indicates that you can make more than one choice
from the stacked items or repeat a single choice.

SQL keywords appear in uppercase (for example, FROM). They must be spelled
exactly as shown. Variables appear in lowercase (for example, colTumn-name). They
represent user-supplied names or values in the syntax.

If punctuation marks, parentheses, arithmetic operators, or other such symbols are
shown, you must enter them as part of the syntax.

Sometimes a single variable represents a syntax segment. For example, in the
following diagram, the variable parameter-block represents the syntax segment

that is labeled parameter-block:

»—required_item—-l parameter-block i >«

parameter-block:

parameterl }
parameterz—[parame ter'3:|J
parameters

How to provide documentation feedback

You are encouraged to send your comments about IBM Informix product
documentation.

Add comments about documentation to topics directly in IBM Knowledge Center
and read comments that were added by other users. Share information about the
product documentation, participate in discussions with other users, rate topics, and
more!

Feedback is monitored by the team that maintains the user documentation. The
comments are reserved for reporting errors and omissions in the documentation.
For immediate help with a technical problem, contact IBM Software Support at
Ihttp: / /www.ibm.com/planetwide/ l

We appreciate your suggestions.
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Part 1. Overview of backup and restore

These topics provide an overview of backup and restore concepts. They also
provide information about planning for backup and restore operations.
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Chapter 1. Backup and restore concepts

IBM Informix provides two utilities for backing up and restoring database server
data. Both utilities back up and restore storage spaces and logical logs. However,
they support different features and it is important to know the differences. These
topics explain basic backup and restore concepts for IBM Informix database servers
and compares the ON-Bar and ontape utilities.

ON-Bar backs up and restores storage spaces (dbspaces) and logical file, by using a
storage manager, whereas ontape does not use a storage manager.

Recovery system

A recovery system, which includes backup and restore systems, enables you to back
up your database server data and later restore it if your current data becomes
corrupted or inaccessible.

The causes of data corruption or loss can range from a program error to a disk
failure to a disaster that damages the entire facility. A recovery system enables you
to recover data that you already lost due to such mishaps.

Backup systems

A backup is a copy of one or more dbspaces (also called storage spaces) and logical
logs that the database server maintains. You can also back up blobspaces and
sbspaces.

The backup copy is typically written to a secondary storage medium such as disk or
magnetic tape. Store the media offline and keep a copy off site if possible.

Important: Database backups do not replace ordinary operating-system backups,
which back up files other than IBM Informix database files.

The following figure illustrates the basic concept of a database backup.

Database server data

O (0,
O) (O,

Backup media

Figure 1-1. A backup of database server data

You do not always have to back up all the storage spaces. If some tables change
daily but others rarely change, it is inefficient to back up the storage spaces that
contain the unchanged tables every time that you back up the database server. You
need to plan your backup schedule carefully to avoid long delays for backing up
or restoring data.

Backup levels
To provide flexibility, the ON-Bar and ontape utilities support three backup levels.
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Level 0
Level 0 backs up all used pages that contain data for the specified storage
spaces.

You need all these pages to restore the database to the state that it was in
at the time that you made the backup.

Level-0 backups can be time-consuming because ON-Bar writes all the disk
pages to back up media. Level-1 and level-2 backups might take almost as
much time as a level-0 backup because the database server must scan all
the data to determine what has changed since the last backup. It takes less
time to restore data from level-0, level-1, and level-2 backups than from
level-0 backups and a long series of logical-log backups.

Level 1
Level 1 backs up only data that has changed since the last level-0 backup
of the specified storage spaces.

All changed table and index pages are backed up, including those pages
with deleted data. The data that is copied to the backup reflects the state of
the changed data at the time that the level-1 backup began.

A level-1 backup takes less space and might take less time than a level-0
backup because only data that changed since the last level-0 backup is
copied to the storage manager.

Level 2
Level 2 backs up only data that has changed since the last level-1 backup
of the specified storage spaces.

A level-2 backup contains a copy of every table and index page in a
storage space that has changed since the last level-1 backup.

A level-2 backup takes less space and might take less time than a level-1
backup because only data that changed since the last level-1 backup is
copied to the storage manager.

Important: If disks and other media are destroyed and need to be replaced, you
need at least a level-0 backup of all storage spaces and relevant logical logs to
restore data completely on the replacement hardware.

Related reference:

[“Schedule backups” on page 2-2|

Logical-log backup

A logical-log backup is a copy to disk or tape of all full logical-log files. The
logical-log files store a record of database server activity that occurs between
backups.

To free full logical-log files, back them up. The database server reuses the freed
logical-log files for recording new transactions. For a complete description of the
logical log, see your IBM Informix Administrator’'s Guide.

Restriction: Even if you do not specify logging for databases or tables, you need
to back up the logical logs because they contain administrative information such as
checkpoint records and additions and deletions of chunks. When you back up
these logical-log files, you can do warm restores even when you do not use
logging for any of your databases.
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Manual and continuous logical-log backups
You can manually back up logical logs or you can enable continuous logical-log
backup.

A manual logical-log backup backs up all the full logical-log files and stops at the
current logical-log file. You must monitor your logical logs carefully and start
logical-log backups as needed.

To find out if a logical-log file is ready to be backed up, check the flags field of
onstat -1. After the logical-log file is marked as backed up, it can be reused. When
the flags field displays any of the following values, the logical-log file is ready to
be backed up:

The value U means that the logical-log file is used. The value L means that the last
checkpoint occurred when the indicated logical-log file was current. The value C
indicates the current log. If B appears in the third column, the logical-log file is
already backed up and can be reused.

U-B---L

The flag values U---C-L or U---C-- represent the current logical log. While you are
allowed to back up the current logical log, doing so forces a log switch that wastes
logical-log space. Wait until a logical-log file fills before you back it up.

If you turn on continuous logical-log backup, the database server backs up each
logical log automatically when it becomes full. If you turn off continuous
logical-log backup, the logical-log files continue to fill. If all logical logs are filled,
the database server hangs until the logs are backed up. You can start continuous
logical log backups by setting the ALARMPROGRAM configuration parameter in
the onconfig file or by running an ON-Bar or ontape command.

Log salvage

When the database server is offline, you can perform a special logical-log backup,
called a log salvage. In a log salvage, the database server accesses the log files
directly from disk. The log salvage backs up any logical logs that have not yet
been backed up and are not corrupted or destroyed.

The log salvage enables you to recover all of your data up to the last available and
uncorrupted logical-log file and the last complete transaction.

Save logical-log backups

You should perform frequent logical-log backups and then save the logical-log
backups from at least the last two level-0 backups so that you can use them to
complete a restore.

Perform frequent logical-log backups for the following reasons:

* To free full logical-log files

* To minimize data loss if a disk that contains logical logs fails

* To ensure that restores contain consistent and the latest transactions

You should save the logical-log backups from the last two level-0 backups because
if a level-0 backup is inaccessible or unusable, you can restore data from an older
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backup. If any of the logical-log backups are also inaccessible or unusable,
however, you cannot roll forward the transactions from those logical-log files or
from any subsequent logical-log files.

Important: You lose transactions in logical-log files that are not backed up or
salvaged.

To illustrate, as the following figure shows, suppose you perform a level-0 backup
on Monday at 10 p.m. and then back up the logical logs on Tuesday at midnight.
On Wednesday at 11 a.m., you suffer a mishap that destroys your databases. You
would be unable to restore the transactions that occurred between midnight on
Tuesday and 11 a.m. on Wednesday unless you had continuous logical-log backup
setup.

If the disks that contain the storage spaces with the logical logs are damaged, the
transactions after midnight on Tuesday might be lost. To restore these transactions
from the last logical-log backup, try to salvage the logical logs before you repair or
replace the bad disk and then perform a cold restore.

Logical-log backup
Level-0 backup A Failure
A
Transactions

e el e

Monday 10 PM. Tuesday midnight Wednesday 11 A.M.

. J
N

Logical-log files Storage-manager logical-
log backup media

- Time

Figure 1-2. Storage space and logical-log backups

Restore systems

A restore recreates database server data from backed-up storage spaces and
logical-log files.

A restore recreates database server data that has become inaccessible because of
any of the following conditions:

* You need to replace a failed disk that contains database server data.
* A logic error in a program has corrupted a database.

* You need to move your database server data to a new computer.

* A user accidentally corrupted or destroyed data.

To restore data up to the time of the failure, you must have at least one level-0
backup of each of your storage spaces from before the failure and the logical-log
files that contain all transactions since these backups.
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Physical and logical restores

ON-Bar and ontape restore database server data in two phases. The first phase is
the physical restore, which restores data from backups of all or selected storage
spaces. The second phase is the logical restore, which restores transactions from the
logical-log backups.

Physical restore

During a physical restore, ON-Bar or ontape restores the data from the most recent
level-0, level-1, and level-2 backups. When you suffer a disk failure, you can
restore to a new disk only those storage spaces with chunks that resided on the
failed disk. The following figure illustrates a physical restore.

R

Root dbspace Dbspace Dbspace 2

Figure 1-3. Physical restore
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1

Logical restore
As the following figure shows, the database server replays the logical logs to

reapply any database transactions that occurred after the last backup. The logical
restore applies only to the physically restored storage spaces.

Root dbspace

Logical-log backup media Transactions

— A INSERT...
o) (o) Dbspace 1

Dbspace 2

=

The database server automatically knows which logical logs to restore.

Figure 1-4. Logical restore

For more information, see [Chapter 6, “Restore data with ON-Bar,” on page 6-1{ and
[Chapter 13, “Restore with ontape,” on page 13-1]

Warm, cold, and mixed restores

When you restore data, you must decide whether to do so while the database
server is in quiescent, online, or offline mode. The type of restore depends on
which of these operating modes the server is in.
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The types of restores are as follows:

* If you restore noncritical dbspaces while the database server is online or
quiescent, that process is called a warm restore.

* When IBM Informix is offline, you can perform only a cold restore.

* A mixed restore is a cold restore of some storage spaces followed by a warm
restore of the remaining storage spaces.

Warm restore
As the following figure shows, a warm restore restores noncritical storage spaces.

A warm restore consists of one or more physical restores, a logical-log backup, and
a logical restore.

Backup media

z S
N,

Critical dbspaces Dbspace 1 Dbspace 2

i [ i R
L

Transactions

Logical-log backup media

OOO

Figure 1-5. Warm restore
You cannot perform more than one simultaneous warm restore.
Cold restore

As the following figure shows, a cold restore salvages the logical logs, and restores
the critical dbspaces (root dbspace and the dbspaces that contain the physical log
and logical-log files), other storage spaces, and the logical logs.
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Figure 1-6. Cold restore

You can perform a cold restore onto a computer that is not identical to the one on
which the backup was performed by giving any chunk a new path name and
offset during the restore.

When restoring a whole-system backup, it is not necessary to restore the logical
logs. A whole-system backup contains a snapshot of the entire instance at the
moment the backup was performed, which is logically consistent across all
dbspaces.

When restoring a standard backup, you must restore the logical logs by performing
a logical restore.

A cold restore starts by physically restoring all critical storage spaces, then the
noncritical storage spaces, and finally the logical logs. The database server goes
into recovery mode after the reserved pages of the root dbspace are restored. When
the logical restore is complete, the database server goes into quiescent mode. Use
the onmode command to bring the database server online.

Tip: If you mirror the critical dbspaces, you are less likely to have to perform a
cold restore after a disk failure because the database server can use the mirrored
storage space. If you mirror the logical-log spaces, you are more likely to be able to
salvage logical-log data if one or more disks fail.

Required: Cold restores are required for Enterprise Replication servers before
resuming replication.

Mixed restores

A mixed restore makes the critical data available sooner, however, the complete
restore takes longer because the logical logs are restored and replayed several
times, once for the initial cold restore and once for each subsequent warm restore.
The initial set of storage spaces you restore in the cold restore must include all

critical storage spaces in the server. To the extent that you do not restore all storage
spaces during the initial cold restore and avoid the time necessary to restore them,
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you can bring the server online faster than if you were to perform a cold restore of
the entire server. You can then restore the remaining storage spaces in one or more
warm restores.

The storage spaces that you do not restore during the cold restore are not available
until after you restore them during a warm restore, although they might not have
been damaged by the failure.

Related reference:

[‘Determine failure severity” on page 2-1

Continuous log restore
A continuous log restore keeps a second system available to replace the primary
system if the primary system for restoring logs fails.

Normal log restore restores all of the available log file backups and applies the log
records. After the last available log is restored and applied, the log restore finishes.
Transactions that are still open are rolled back in the transaction cleanup phase,
then the server is brought into quiescent mode. After the server is quiesced, no
more logical logs can be restored.

With continuous log restore, instead of transaction clean up the server is put into
log restore suspended state after the last available log is restored. The restore client
(ontape or ON-Bar) exits and returns control to you. With the server in this state,
you can start another logical restore after additional logical logs become available.
As long as you start each log restore as a continuous log restore, you can continue
this cycle indefinitely.

One use of continuous log restore is to keep a second system available in case the
primary system fails. You can restore logical logs backed up on the primary system
on the secondary system as they become available. If the primary system fails, you
can restore remaining available logical logs on the secondary system and bring that
secondary system online as the new primary system.

Continuous log restore requires much less network bandwidth than
High-Availability Data Replication (HDR) and enterprise data replication (ER).
Continuous log restore is more flexible than HDR and ER because you can start
continuous log restore at any time. As a result, continuous log restore is more
robust than HDR or ER in unpredictable circumstances, such as intermittent
network availability.

For more information, see [‘Configuring a continuous log restore by using ON-Bar”|
fon page 6-10| and [“Configuring continuous log restore with ontape” on page 13-10)

Related tasks:

[“Configuring a continuous log restore by using ON-Bar” on page 6-10|

[‘Configuring continuous log restore with ontape” on page 13-10|

Comparison of the ON-Bar and ontape utilities

1-8

This topic contains information to help you compare the ON-Bar and ontape
utilities, so you can determine when to use each utility.

ON-Bar
Backs up and restores storage spaces (dbspaces) and logical files, by using
a storage manager to track backups and storage media. Use this utility
when you need to:
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* Select specific storage spaces
* Back up to a specific point in time
* Perform separate physical and logical restores

* Back up and restore different storage spaces in parallel
* Use multiple tape drives concurrently for backups and restores

* Perform imported restores

* Perform external backups and restores

ontape

Logs, backs up, and restores data, and enables you to change the logging
status of a database. It does not use a storage manager. Use this utility

when you need to:

* Back up and restore data without a storage manager

* Back up without selecting storage spaces
* Change the logging mode for databases

Important: The backup that ontape and ON-Bar produce are not compatible. You
cannot create a backup with ontape and restore it with ON-Bar, or vice versa.

The following table compares ON-Bar and ontape.

Table 1-1. Differences between ON-Bar and ontape

Can the utility... ON-Bar  ontape
Use a storage manager to track backups and storage media? yes no
Back up all database server data? yes yes
Back up selected storage spaces? yes no
Back up logical-log files? yes yes
Perform continuous logical-log backups? yes yes
Perform continuous logical-log restore? yes yes
Back up while the database server is online? yes yes
Back up while the database server is in quiescent mode? yes yes
Restore all database server data? yes yes
Restore selected storage spaces? yes yes
Back up and restore storage spaces serially? yes yes
Perform cold restores with the database server offline? yes yes
Initialize high availability data replication? yes yes
Restore data to a specific point in time? yes no
Perform separate physical and logical restores? yes yes
Back up and restore different storage spaces in parallel? yes no
Use multiple tape drives concurrently for backups and restores? yes no
Restart a restore? yes no
Rename a chunk path name or device during a cold restore? yes yes
Perform imported restores? yes yes
Perform external backups and restores? yes yes
Monitor performance? yes no
Change logging mode for databases? no yes
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Table 1-1. Differences between ON-Bar and ontape (continued)

Can the utility... ON-Bar  ontape
Transform data with external programs? yes yes
Back up to or restore from cloud storage? no yes

Additional differences:
* Emergency boot files and sysutils database

The ontape utility does not use the sysutils database or the emergency boot
files.

¢ Simultaneous sessions

ON-Bar, with IBM Informix Primary Storage Manager, supports simultaneous
sessions.

* Device support and storage management
The ontape utility supports remote backup devices on other hosts.

ON-Bar, with the Informix Primary Storage Manager, supports the export of
backup generations into specified directories and devices.
You can also use ON-Bar with the Tivoli Storage Manager or third-party storage
managers to obtain device support and storage management.

* Changing the logging mode of a database
You cannot change the logging mode for ON-Bar; however you can use the
ondblog utility to do this task when using ON-Bar.

You can also use the SQL administration API alternative, ALTER LOGMODE to
change the logging mode.

For details about each utility, see [Chapter 5, “Back up with ON-Bar,” on page 5-1|
and |Chapter 12, “Back up with ontape,” on page 12-1

Related reference:

[Chapter 11, “Configure ontape,” on page 11-1|
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Chapter 2. Plan for backup and restore

These topics describe the planning for backup and restore, for example by
planning your recovery strategy and backup system.

Plan a recovery strategy

Before you use ON-Bar or ontape, plan your recovery goals.

Types of data loss

The first step in planning a recovery strategy is to determine how much data loss,
if any, is acceptable.

The following types of data loss can occur:
* Deletion of the following:

— Rows, columns, tables, or databases

— Chunks, storage spaces, or logical logs
* Data corruption or incorrect data created

* Hardware failure (such as a disk that contains chunk files fails or a backup tape
that wears out)

¢ Database server failure
* Natural disaster

Determine failure severity

After you determine your recovery goals, create your recovery plan. The plan
should include recovery goals for multiple levels of failure.

The following table shows recovery plans for failures with amounts of lost data.

Table 2-1. Sample recovery plans

Failure severity Data loss Suggested recovery plan

Small Noncritical data is lost. Restore of the data can wait until a
nonpeak time. Use a warm restore.

Medium The data that is lost is critical Perform a warm restore of this data as
for your business but does not soon as possible.
reside in a critical dbspace.

Large Critical dbspaces are lost. Use a mixed restore to restore the
critical data right away and a warm
restore to restore noncritical data during
off-peak hours.

Disaster All data is lost. Perform a cold or mixed restore as soon
as possible.

Related concepts:

[“Warm, cold, and mixed restores” on page 1-5|
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Data use determines your backup schedule

After you develop your recovery plan, create a backup plan based on how you use
your data.

How you use the data determines how you plan your backup schedule, as follows:
* Data usage
How do users use the data?

— Critical dbspaces (root dbspace and dbspaces that contain the physical log
and at least one logical-log file)

— Critical business application data
— Long-term data storage for legal or record-keeping reasons
— Data sharing among groups
— Test data
* Transaction Time

How much transaction time can be lost? Also, how long might it take to re-enter
lost transactions manually? For example, can you afford to re-enter all
transactions that occurred over the past three hours?

* Quantity and Distribution

How much data can you afford to lose? For example, you lost one fourth of
your customer profiles, or you lost the Midwest regional sales figures but the
West Coast figures are intact.

Ask the following questions to assist in deciding how often and when you want to
back up the data:

* Does your business have downtime where the system can be restored?

 If your system is 24x7 (no downtime), is there a nonpeak time where a restore
could occur?

* If a restore must occur during a peak period, how critical is the time?

* Which data can you restore with the database server online (warm restore)?
Which data must be restored offline (cold restore)?

* How many storage devices are available to back up and restore the data?

Schedule backups

You recovery strategy should include a schedule of backups. Tailor your backup
plan to the requirements of your system. The more often the data changes and the
more important it is, the more frequently you need to back it up.

Your backup plan should also specify the backup level.

The following table shows a sample backup plan for a small or medium-sized
system.

Table 2-2. Sample backup plan

Backup level Backup schedule

Complete backup (level-0) Saturday at 6 p.m.

Incremental backup (level-1) Tuesday and Thursday at 6 p.m.
Incremental backup (level-2) Daily at 6 p.m.

Level-0 backup of storage spaces that are updated = Hourly
frequently
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Important: Perform a level-0 backup after you change the physical schema, such
as adding a chunk to a storage space. (See [“Preparing to back up data” on page]

5-1)

Related concepts:

[“Backup levels” on page 1-1|

Security requirements for label-based access control

For label-based access control (LBAC), the person who runs ON-Bar or ontape
does not require an exemption to security policies or an additional privilege to
back up or restore data.

LBAC protection remains intact after you restore data with ON-Bar or ontape.

Plan a backup system for a production database server

To plan for adequate backup protection for your data, analyze your database
server configuration and activity and the types of backup media available at your
installation.

Also, consider your budget for storage media, disks, computers and controllers,
and the size of your network.

Actions after which to perform a level-0 back up

You must perform a level-0 backup of, at minimum, the root dbspace and the
modified storage spaces after you perform any of the following actions:

* Add or drop mirroring.

* Move, drop, or resize a logical-log file.

* Change the size or location of the physical log.

* Change your storage-manager configuration.

* Add, move, or drop a dbspace.

* Add, move, or drop a chunk to any type of storage space.
* Add, move, or drop a blobspace or sbspace.

For example, if you add a new dbspace dbs1, you see a warning in the message
log that asks you to perform a level-0 backup of the root dbspace and the new
dbspace. If you attempt an incremental backup of the root dbspace or the new
dbspace instead, ON-Bar automatically performs a level-0 backup of the new
dbspace.

Tip: Although you no longer need to back up immediately after adding a log file,
your next backup should be level-0 because the data structures have changed.

If you create a storage space with the same name as a deleted storage space,
perform a level-0 backup twice:

1. Back up the root dbspace after you drop the storage space and before you
create the storage space with the same name.

2. After you create the storage space, back up the root dbspace and the new
storage space.
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Actions before which to perform a level-0 back up

You must perform a level-0 backup of the modified storage spaces before you
perform any of the following actions:

* Convert a nonlogging database to a logging database.

* Before you alter a RAW table to type STANDARD. This backup ensures that the
unlogged data is restorable before you switch to a logging table type.

Related reference:

[“onbar -b syntax: Backing up” on page 5-2|

Evaluate hardware and memory resources

When planning your backup system, evaluate your hardware and memory
resources.

Evaluate the following database server and hardware configuration elements to
determine which storage manager and storage devices to use:

* The number of I/O virtual processors

* The amount of memory available and the distribution of processor activity

Also consider temporary disk space needed for backup and restore. The database
server uses temporary disk space to store the before images of data that are
overwritten while backups are occurring and overflow from query processing that
occurs in memory.

When preparing to back up data, make sure that you correctly set the
DBSPACETEMP environment variable or parameter to specify dbspaces with
enough space for your needs. If there is not enough room in the specified
dbspaces, the backup will fail, root dbspace will be used, or the backup will fail
after filling the root dbspace.

Evaluate backup and restore time

Several factors. including database server configuration and the size of your
database, affect the amount of time that the system needs to back up and restore
data.

How long your backup or restore takes depends on the following factors:
* The speed of disks or tape devices
The faster the storage devices, the faster the backup or restore time.

* The number of incremental backups that you want to restore if a disk or system
failure requires you to rebuild the database

Incremental backups use less storage space than full backups and also reduce
restore time.

* The size and number of storage spaces in the database

Backups: Many small storage spaces take slightly longer to back up than a few
large storage spaces of the same total size.

Restores: A restore usually takes as long to recover the largest storage space and
the logical logs.

* Whether storage spaces are mirrored

If storage spaces are mirrored, you reduce the chance of having to restore
damaged or corrupted data. You can restore the mirror at nonpeak time with the
database server online.
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* The length of time users are interrupted during backups and restores

If you perform backups and warm restores while the database server is online,
users can continue their work but might notice a slower response. If you
perform backups and warm restores with the database server in quiescent mode,
users must exit the database server. If you perform a cold restore with the
database server offline, the database server is unavailable to users, so the faster
the restore, the better. An external backup and restore eliminates system
downtime.

* The backup schedule

Not all storage spaces need to be included in each backup or restore session.
Schedule backups so that you can back up more often the storage spaces that
change rapidly than those storage spaces that seldom or never change. Be sure
to back up each storage space at level-0 at least once.

* The layout of the tables across the dbspaces and the layout of dbspaces across
the disks

When you design your database server schema, organize the data so that you
can restore important information quickly. For example, you isolate critical and
frequently used data in a small set of storage spaces on the fastest disks. You
also can fragment large tables across dbspaces to balance I/O and maximize
throughput across multiple disks. For more information, see your IBM Informix
Performance Guide.

* The database server and system workload

The greater the workload on the database server or system, the longer the
backup or restore time.

* The values of backup and restore configuration parameters

For example, the number and size of data buffers that ON-Bar uses to exchange
data with the database server can affect performance. Use the
BAR_NB_XPORT_COUNT and BAR_XFER_BUF_SIZE configuration parameters
to control the number and size of data buffers.

Evaluate logging and transaction activity

When planning your backup system, also consider logging and transaction activity.

The following database server usage requirements affect your decisions about the
storage manager and storage devices:

* The amount and rate of transaction activity that you expect
* The number and size of logical logs

If you need to restore data from a database server with little transaction activity,
define many small logical logs. You are less likely to lose data because of
infrequent logical-log backups.

* How fast the logical-log files fill
Back up log files before they fill so that the database server does not hang.
* Database and table logging modes

When you use many nonlogging databases or tables, logical-log backups might
become less frequent.

Compress row data

Compressing row data can make backing up and restoring data more efficient.
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Compressing row data before backing it up can improve the speed of backing up
and restoring and requires less backup media. A smaller size of data results in the
following advantages over uncompressed data during backup and restore:

* Backing up is quicker.

* Restoring is quicker.

* The logical logs are smaller.

* The backup image is smaller.

Using an external compression utility to compress a backup image of compressed
row data might not reduce the size of the backup image, because already
compressed data usually cannot be further compressed. In some cases, the size of
the backup image of compressed row data might be larger than the size of the
backup image that was compressed by an external utility.

Transform data with external programs

You can use external programs as filter plug-ins to transform data to a different
format before a backup and transform it back after the restore.

To compress or transform data, use the BACKUP_FILTER and RESTORE_FILTER
configuration parameters to call external programs.

Tip: If you compress row data before backing it up, compressing the backup
image with an external utility might not result in a smaller backup image.

The filter can be owned by anyone, but cannot have write access to non-privileged
users. Permission on the filters is the same as that of permission on any other
executable file that is called by the IBM Informix server or Informix utilities.
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Part 2. ON-Bar backup and restore system

Related reference:

[Chapter 17, “Backup and restore configuration parameters,” on page 17-1|
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Chapter 3. Overview of the ON-Bar backup and restore
system

ON-Bar consists of various components and it works with a storage manager to
back up and restore data.

ON-Bar components

ON-Bar components include a command-line utility, catalog tables, an activity log,
and an emergency boot file. You use ON-Bar with a storage manager and the
XBSA shared library for the storage manager.

The following figure shows the ON-Bar and database server components:

* The storage spaces (dbspaces, blobspaces, and sbspaces) and logical logs from
the database server

* The sysutils database, which includes ON-Bar catalog tables

* The onbar and the onbar-d command-line utilities

* The XBSA shared library for the storage manager on your system
* The storage media for storing backups

* The ON-Bar activity log

* The ON-Bar emergency boot file
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Figure 3-1. ON-Bar components for Informix

ON-Bar communicates with both the database server and the storage manager. You
use the onbar command to start a backup or restore operation. By default, ON-Bar
backs up and restores storage spaces in parallel. ON-Bar always processes log files
serially.

For a backup session, ON-Bar requests the contents of storage spaces and logical
logs from the database server and passes them to the storage manager. The storage
manager stores the data on storage media. For a restore session, ON-Bar requests
the backed up data from the storage manager and restores it on the database
server.

ON-Bar backs up the critical dbspaces first, then the remaining storage spaces, and
finally the logical logs. The critical dbspaces are the rootdbs and the dbspaces that
contain the logical logs and physical log.

ON-Bar also places the following critical files in the archive during backups:
¢ The onconfig file

* UNIX: The sqlhosts file

* The ON-Bar emergency boot file: ixbar.servernum

* The server boot file: oncfg_servername.servernum

IBM Informix Backup and Restore Guide



You can restore storage spaces stored in both raw and cooked files. If your system
contains primary and mirror storage spaces, ON-Bar writes to both the primary
and mirror chunks at the same time during the restore, except for an external
restore.

ON-Bar status and error messages are written to the activity log file: bar_act.1og.

Backup Services API (XBSA)

ON-Bar and the storage manager communicate through the Backup Services
Application Programming Interface (XBSA), which enables the storage manager to
manage media for the database server. By using an open-system interface to the
storage manager, ON-Bar can work with various storage managers that also use
XBSA.

Each storage manager develops and distributes a unique version of the XBSA
shared library. You must use the version of the XBSA shared library provided with
the storage manager. For example, if you use IBM Informix Primary Storage
Manager, you must also use the XBSA shared library provided with ON-Bar.
ON-Bar and the XBSA shared library must be compiled the same way (32-bit or
64-bit).

ON-Bar uses XBSA to exchange the following types of information with a storage
manager:

Control data
ON-Bar exchanges control data with a storage manager to verify that
ON-Bar and XBSA are compatible, to ensure that objects are restored in the
correct order to the correct instance of the database server, and to track the
history of backup objects.

Backup or restore data
During backups and restores, ON-Bar and the storage manager use XBSA
to exchange data from specified storage spaces or logical-log files.

ON-Bar uses XBSA transactions to ensure data consistency. All operations included
in a transaction are treated as a unit. All operations within a transaction must
succeed for objects transferred to the storage manager to be restorable.

Related concepts:

[Chapter 15, “IBM Informix Primary Storage Manager,” on page 15-1|

ON-Bar catalog tables

ON-Bar uses the catalog tables in the sysutils database to track backup and restore
operations. The onsmsync utility uses other catalog tables to track its operations.

ON-Bar uses the following catalog tables in the sysutils database to track backup
and restore operations:

* The bar_server table tracks instances of the database server.

* The bar_object table tracks backup objects. A backup object is a backup of a
dbspace, blobspace, sbspace, or logical-log file.

* The bar_action table tracks all backup and restore attempts against each backup
object, except some log salvage and cold restore events.

* The bar_instance table describes each object that is backed up during a
successful backup attempt.
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The onsmsync utility uses and maintains the following tables to track its
operations:

* The bar_ixbar table contains the history of all unexpired successful backups in
all timelines.

* The bar_syncdeltab table is normally empty except when onsmsync is running.

For a description of the content of these tables, see [Chapter 9, “ON-Bar catalog]
[tables,” on page 9-1)

ixbar file: ON-Bar emergency boot file

The emergency boot file is automatically updated after every backup. It contains
the information that ON-Bar needs to perform a cold restore.

Important: Do not modify the emergency boot file. Doing so might cause ON-Bar
to select the wrong backup as part of a restore, possibly leading to data corruption
or system failure.

The file name for the boot file is ixbar.servernum, where servernum is the value of
the SERVERNUM configuration parameter.

The ON-Bar emergency boot file is in the $INFORMIXDIR/etc directory on UNIX and
in the INFORMIXDIR%\etc directory on Windows. You can override the default path
and name of the boot file by changing the information specified in the
BAR_IXBAR_PATH configuration parameter.

bar_act.log file: ON-Bar activity log

ON-Bar writes informational, progress, warning, error, and debugging messages to
the ON-Bar activity log, bar_act.log.

ON-Bar backup and restore errors do not appear in standard output. If an error
occurs when you back up and restore data, check information in the ON-Bar
activity log

You can also use the activity log to:

* Monitor backup and restore activities such as, which storage spaces and logical
logs were backed up or restored, the progress of the operation, and
approximately how long it took.

* Verify whether a backup or restore succeeded.
* Track errors from the ondblog utility.
* Track ON-Bar performance statistics

The ON-Bar activity log is in the /tmp directory on UNIX and in the
%INFORMIXDIR%\etc directory on Windows. You specify the location of the ON-Bar
activity log with the BAR_ACT_LOG configuration parameter.

Related reference:
["'BAR_ACT_LOG configuration parameter” on page 17-3|
[Chapter 10, “ON-Bar messages and return codes,” on page 10-1|

[“View ON-Bar backup and restore performance statistics” on page 8-10|

[“onbar -m syntax: Monitoring recent ON-Bar activity” on page 5-§|
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ON-Bar script

The ON-Bar utility includes a shell script on UNIX and a batch script on Windows
for customizing backup and restore operations.

When you install ON-Bar with the database server, a default script is included. The
name and location of the script depends on the operating system:
UNIX The onbar shell script is in the $INFORMIXDIR/bin directory.
Windows
The onbar.bat batch script is in the $INFORMIXDIR%\bin directory.
When you issue ON-Bar commands from the command line, the arguments are
passed to the script, and then to the onbar_d utility.
Table 3-1. ON-Bar utilities

Utility Description
onbar_d utility Transfers data between the database server and the storage
manager.

The onbar command calls the onbar_d utility that starts the
onbar-driver. The onbar-driver starts and controls backup and
restore activities.

onsmsync utility Synchronizes the contents of the sysutils database, the emergency
boot files, and the storage manager catalogs. Use this utility to
purge backups that are no longer needed.

ondblog utility Changes the database-logging mode. The ondblog utility logs its
output in the ON-Bar activity log, bar_act.log.

archecker utility Verifies backups, and restores table-level data from an archive.

Related concepts:

[“Overview of the archecker utility” on page 16-1]

Related reference:

[“The onsmsync utility” on page 8-4|
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Chapter 4. Configure the storage manager and ON-Bar

The topics in this section provide the information that you need to plan and to set
up ON-Bar with a storage manager.

Related tasks:
[“Preparing to back up data” on page 5-1|

Configure a storage manager

ON-Bar backup and restore operations require a storage manager that integrates
with ON-Bar through an XBSA shared library interface.

You can choose to use the IBM Informix Primary Storage Manager, the IBM Tivoli
Storage Manager (TSM), or a third-party storage manager with ON-Bar. The
Informix Primary Storage Manager is bundled with Informix. If you are using
TSM, the XBSA shared library needed for ON-Bar to communicate with TSM is
bundled with Informix.

The Informix Primary Storage Manager manages storage for ON-Bar backup and
restore operations, including parallel backups, that use file devices (disks) only, not
tapes. By default, the IBM Informix Primary Storage Manager is automatically
configured with the information specified in Informix Primary Storage Manager
and some ON-Bar configuration parameters. This storage manager is also
automatically configured when you use the onpsm utility. You can change the
configuration. For information, see |Chapter 15, “IBM Informix Primary Storage|
Manager,” on page 15-1| and”“Configuring Informix Primary Storage Manager” on|
page 15-9|

Related concepts:

[Chapter 15, “IBM Informix Primary Storage Manager,” on page 15-1|

[‘Setting up Informix Primary Storage Manager” on page 15-§

Storage-manager definitions in the sm_versions file

Most storage managers must have an entry in the sm_versions file.

The IBM Informix Primary Storage Manager and Tivoli Storage Manager do not
require an entry in the sm_versions file.

The storage-manager definition in the sm_versions file uses this format:
1|XBSA_ver|sm_name|sm_ver

In the format, XBSA_ver is the release version of the XBSA shared library for the
storage manager, sm_name is the name of the storage manager, and sm_ver is the
storage-manager version. The maximum field length is 128 characters.

Before ON-Bar starts a backup or restore process with the Tivoli Storage Manager
and third-party storage managers, ON-Bar calls the currently installed version of
the storage-manager-specific XBSA shared library to get its version number. If this
version is compatible with the current version of ON-Bar and is defined in the
sm_versions file, ON-Bar begins the requested operation.

Related tasks:
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“Updating the storage-manager definition in the sm_versions file for TSM” on|
page 4—5|

[‘Configuring a third-party storage manager” on page 4-6|

Configuring TSM

To use IBM Tivoli Storage Manager (TSM) with IBM Informix databases, you must
install and configure the Tivoli Storage Manager client on your database server
computer and Tivoli Storage Manager on your storage computer.

You must also configure IBM Informix Interface for TSM and perform other TSM
configuration tasks on your IBM Informix database server computer.

To configure TSM:

Edit the TSM client options files.

Assign a TSM management class for the server to use for backups.
Set the IBM Informix Interface for TSM environment variables.
Register with the TSM server.

Initialize the IBM Informix Interface for TSM.

Optional. Configure ON-Bar to support optional TSM features.

o0, wh =

The version of the XBSA shared library for TSM is 1.0.3.

For details about TSM, read the following manuals:

* Tivoli Storage Manager Backup-Archive Clients Installation and User’s Guide
* Tivoli Storage Manager Using the Application Program Interface

* Tivoli Storage Manager Administrator’s Guide

* Tivoli Storage Manager Administrator’s Reference

Editing the TSM client options files

The IBM Informix Interface for Tivoli Storage Manager (TSM) communicates with
the TSM server with the TSM API. By default, IBM Informix Interface for TSM uses
the client user options file (dsm.opt) and, on UNIX systems, the client system
options file (dsm.sys), both of which are located in the TSM API installation
directory.

On UNIX systems, edit both the dsm.opt and the dsm.sys files as the root user:
* Specify the TSM server to use in the client user options file, dsm.opt.

* Identify the TSM server name, communication method, and server options in the
client system options file, dsm.sys.

Use the sample dsm.opt.smp and dsm.sys.smp files distributed with the TSM API to
help you get started quickly.

On Windows systems, specify the TSM server name, communication method, and
server options in the dsm.opt file.

The following example shows an example dsm.opt file on Windows:
SErvername PAX12_TSMSERVER1

COMMMethod TCPip
TCPPort 1500
TCPADMINPort 1500

TCPServeraddress 9.25.148.226
PasswordAccess generate
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See TSM Installing the Clients and TSM Trace Facility Guide for information
regarding options you can specify in these files.

Editing the TSM client user options file:

You can edit the IBM Tivoli Storage Manager (TSM) client user options file,
dsm.opt. This file must refer to the correct TSM server instance, as listed in the
dsm.sys file.

Set the following options in the dsm.opt file:

SERVERNAME
Identifies which TSM server instance, as listed in the dsm.sys file, that IBM
Informix Interface for TSM contacts for services.

TRACEFILE
Sends trace output information to a designated file.

TRACEFLAG
Sets specific trace flags

Editing the TSM client system options file:

You can edit the IBM Tivoli Storage Manager (TSM) client systems options file,
dsm.sys. This file must refer to the correctTSM server address and communication
method.

The following TSM options are the most important to set in the dsm.sys file:

SERVERNAME
Specifies the name that you want to use to identify a server when it is
referred to in the dsm.opt file and to create an instance that contains
options for that server.

COMMMETHOD
Identifies the communication method.

TCPSERVERADDRESS
Identifies the TSM server.

PASSWORDACCESS
Specifies GENERATE to store the TSM password.

The SERVERNAME option in the dsm.opt and dsm.sys files define server instance
names only. The TCPSERVERADDRESS option controls which server is contacted.

You can enable deduplication by including the DEDUP=CLIENTORSERVER option
in the client system options file. You must also set the IFX_BAR_USE_DEDUP
environment variable in the database server environment and restart the database
server. See the Tivoli Storage Manager Backup-Archive Client Installation and User’s
Guide for information about configuring deduplication.

You can set up multiple server instances in the dsm.sys file. See the Tivoli Storage
Manager Backup-Archive Client Installation and User’s Guide for information about
multiple server instances.

Related concepts:

[‘Configuring ON-Bar for optional TSM features” on page 4-6|

Related reference:
[‘TEX_BAR_USE_DEDUP environment variable” on page 17-16|
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Assigning a TSM management class for a backup
When you back up a database, the default management class for your node is used.

You can override the default value with a different value that is specified in the
INCLUDE option.

The INCLUDE option is placed in the incTude-exclude options file. The file name
of the incTude-exclude options file is in the client system options file (dsm.sys).
For more information, see the Tivoli Storage Manager Backup-Archive Client
Installation and User’s Guide.

Use the following naming conventions for ON-Bar files:

* A database backup:
/dbservername/dbservername/dbspacename/level

* A log backup:
/dbservername/dbservername/server_number/unique_logid

For a database backup, an example of the INCLUDE statement is as follows:
Include /dbserverA/dbserverA/dbspaceA/* InformixDbMgmt

For a logical log backup, an example of the INCLUDE statement is as follows:
Include /dbserverA/dbserverA/55/* InformixLogMgmt

where the number 55 is the value of the SERVERNUM parameter in the onconfig
file.

Setting the IBM Informix Interface for TSM environment variables
When you use the IBM Informix Interface for TSM, you need to set certain
environment variables in the environment of the user.

The following table describes these environment variables.

Table 4-1. IBM Informix Interface for TSM environment variables

Environment variable Description

DSMI_CONFIG The fully qualified name for the client user option file (dsm.opt).
The default value is dsm.opt in the TSM API installation
directory.

DSMI_DIR On UNIX, points to the TSM API installed path. This

environment variable needs to be defined only if the TSM API is
installed in a different path from the default path. The
DSMI_DIR environment variable is also used to find the dsm.sys
file.

On Windows, specifies the installation location of the TSM
Backup-Archive Client. Typically, the TMS Backup-Archive
Client is installed in the C:\Tivoli\TSMClient\baclient
directory.

DSMI_LOG Points to the directory that contains the API error log file
(dsierror.Tlog).

For error log files, create a directory for the error logs to be
created in, then set the DSMI_LOG environment variable to that
directory. The user informix or the backup operator should have
write permission on this directory.
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The following example shows how to set up these environment variables for
Solaris 32-bit if the TSM API is installed in the /opt/Tivoli/tsm/client/api
directory:

export DSMI_CONFIG=/opt/Tivoli/tsm/client/api/bin/dsm.opt

export DSMI_DIR=/opt/Tivoli/tsm/client/api/bin
export DSMI_LOG=/home/user_a/logdir

The following example shows how to set up these environment variables for
Windows if the TSM API is installed in the C:\Tivoli\TSMClient\api directory:
set DSMI_CONFIG=C:\Tivoli\TSMClient\api\BIN\dsm.opt

set DSMI_DIR=C:\Tivoli\TSMClient\baclient
set DSMI_LOG=C:\logdir

Registering with the TSM server

Before backing up to and recovering from an IBM Tivoli Storage Manager (TSM)
server, you must have a TSM registered node name and a password. The process
of setting up a node name and password is called registration.

After the IBM Informix Interface for TSM node is registered with a TSM server,
you can begin using the IBM Informix Interface for TSM to back up and restore
your IBM Informix storage spaces and logical logs. If your workstation has a node
name assigned to the TSM backup-archive client, you should have a different node
name for IBM Informix Interface for TSM. For information about performing the
registration process, see the Tivoli Storage Manager Backup-Archive Client Installation
and User’s Guide.

Initializing the IBM Informix Interface for TSM password

To initialize the password for IBM Informix Interface for TSM, use the txbsapswd
program. This program sets up a connection with the server instance that you
specified in the dsm.opt file.

You must run the txbsapswd program as user root before using IBM Informix
Interface for TSM.

To initialize the password:
1. Start the txbsapswd program located in the $INFORMIXDIR/bin directory.

2. Enter the password and press Return. To retain your current password, press
Return without a value.

Updating the storage-manager definition in the sm_versions file
for TSM

You must update the storage-manager definition in sm_versions file for ON-Bar to
use with IBM Tivoli Storage Manager (TSM).

Before ON-Bar starts a backup or restore process, it calls the currently installed
version of the storage-manager-specific XBSA shared library to get its version
number. If this version is compatible with the current version of ON-Bar and is
defined in the sm_versions file, ON-Bar begins the requested operation.

To update the storage-manager definition in sm_versions file:

1. Copy the sm_versions.std template to a new file, sm_versions in the
$INFORMIXDIR/etc directory on UNIX or the SINFORMIXDIR%\etc directory on
Windows.

2. Put tsmin the sm_name field of the sm_versions file. The value adsm is also
valid but will be deprecated in a future release.
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3. Stop any ON-Bar processes (onbar_d, onbar_w, or onbar_m) that are currently
running and restart them for the changes to take effect.

The following example shows the Tivoli Storage Manager definition in the
sm_versions file:

1/5.3|tsm|5
Related reference:

[‘Storage-manager definitions in the sm_versions file” on page 4-1|

Configuring ON-Bar for optional TSM features
You can configure ON-Bar to enable or disable optional features in IBM Tivoli
Storage Manager (TSM).

Apply all patches and updates to TSM before you use the following TSM features.

Deduplication
Deduplication eliminates redundant data in backups. To enable the
database server to support deduplication, set the IFX_BAR_USE_DEDUP
environment variable in the Informix environment and restart the database
server. Update the TSM client systems option file.

Large transfer buffer size
The default transfer buffer size is 64 KB. Set the BAR_XFER_BUF_SIZE
configuration parameter to specify a transfer buffer of up to 65 MB.

To limit the transfer buffer size to 64 KB regardless of the value of the
BAR_XFER_BUEF_SIZE configuration parameter, set the
IFX_NO_LONG_BUFFERS environment variable to 1.

Replicate, import, and export backup objects
Replicating, importing, or exporting backup objects between TSM servers
requires unique IDs for backup objects. ON-Bar automatically stores IDs in
the metadata of backup objects that are unique for all TSM server with
version 12.10.xC2 or later.

To disable the ability to restore backup objects that are moved between
TSM servers, set the IFX_TSM_OBJINFO_OFF environment variable to 1.
Related reference:
[‘TEX_BAR_USE_DEDUP environment variable” on page 17-16|
["'BAR_XFER_BUF_SIZE configuration parameter” on page 17-14|
[“Editing the TSM client system options file” on page 4-3|
[“TEX_TSM_OBJINFO_OFF environment variable” on page 17-17|
[‘TFX_BAR_NO_LONG_BUFFERS environment variable” on page 17-16|

Configuring a third-party storage manager

Storage managers have slightly different installation and configuration
requirements. If you use a third-party storage manager, make sure that you follow
the manufacturer instructions carefully. If you have difficulty with the
storage-manager installation and configuration, contact the manufacturer directly.

For the list of certified storage managers for your ON-Bar version, consult your
marketing representative.
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Important: Some storage managers let you specify the data to back up to specific
storage devices. Configure the storage manager to back up logical logs to one
device and storage spaces to a different device for more efficient backups and
restores.

To configure a third-party storage manager:
1. Set ON-Bar configuration parameters and environment variables.

2. Configure the storage manager so that ON-Bar can communicate correctly with
it. For information, see your storage-manager documentation.

3. Configure your storage devices by following the instructions in your
storage-manager documentation. The storage manager must know the device
names of the storage devices that it uses.

4. Label your storage volumes.

o

Mount the storage volumes on the storage devices.

6. Create the storage-manager definition in the sm_versions file. Use the definition
provided by the vendor of the third-party storage manager.

a. Copy the sm_versions.std template to a new file, sm_versions in the
$INFORMIXDIR/etc directory on UNIX or the SINFORMIXDIR%\etc directory on
Windows.

b. Create your own sm_versions file with the correct data for the storage
manager by using the format in sm_versions.std as a template. To find out
which code name to use in sm_versions for third-party storage managers,
see the storage-manager documentation.

c. Stop any ON-Bar processes (onbar_d, onbar_w, or onbar_m) that are
currently running and restart them for the changes to take effect.

7. Verify that the BAR_BSALIB_PATH configuration parameter points to the
correct XBSA shared library for your storage manager.

8. If you enabled deduplication for your storage manager, set the
IFX_BAR_USE_DEDUP environment variable and restart the database server.

9. ON-Bar uses the value of the SERVERNUM configuration parameter as part of
the storage path for the logical logs in the storage manager. If the storage
manager does not use a wildcard for the server number, set the appropriate
server number environment variable for the storage manager.

After you configure the storage manager and storage devices and label volumes
for your database server and logical-log backups, you are ready to initiate a
backup or restore operation with ON-Bar.

Related reference:
[‘TEX_BAR_USE_DEDUP environment variable” on page 17-16|
[‘Storage-manager definitions in the sm_versions file” on page 4-1|

Validating your storage manager

When you convert or revert the IBM Informix database server, the storage manager
that you used on the old version might not be validated for the version that you
are migrating to. Verify that the storage-manager vendor successfully completed
the IBM Informix validation process for the database server version and platform.

If not, you need to install a validated storage manager before you perform backups
with ON-Bar.
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Configuring ON-Bar

Before you begin your first backup, review the default ON-Bar parameters in the
onconfig file and adjust the values as needed. You can also set an environment

variable.

You can configure the behavior of ON-Bar by setting the following configuration

parameters and environment variable.

Table 4-2. ON-Bar configuration parameters and environment variable.

Behavior

Configuration parameters

Control the number and size of data buffers
and the number of parallel processes.

“BAR_NB_XPORT_COUNT configuration|

[parameter” on page 17-10|

“BAR_XFER_BUF_SIZE configuration|

[parameter” on page 17-14]

“IFX_BAR_NO_LONG_BUFFERS

environment variable” on page 17-16|

“BAR_MAX_BACKUP configuration|

[parameter” on page 17-8]

“BAR_MAX_RESTORE configuration]

[parameter” on page 17-9

Set the debugging level and the location of
debug log file.

“BAR_DEBUG configuration parameter” on|

page 17—5|

“BAR_DEBUG_LOG configuration|

[parameter” on page 17-6|

Change the path of the ON-Bar boot file.

“BAR_IXBAR_PATH configuration|

[parameter” on page 17-8]

Maintain a history of expired backups.

“BAR_HISTORY configuration parameter”

on page 17-7|

Change the location and contents of ON-Bar
activity log.

“BAR_IXBAR_PATH configuration]

[parameter” on page 17-§

Maintain a history of expired backups.

“BAR_ACT_LOG configuration parameter”|

on page 17—3|

“BAR_PROGRESS_FREQ configuration|
parameter” on page 17-12|

“BAR_PERFORMANCE configuration|
[parameter” on page 17-11|

Set automatic retrying of failed back ups or
restores.

“BAR_RETRY configuration parameter” on|

page 17—12|

Allow a failed restore to be restarted.

“RESTARTABLE_RESTORE configuration|
parameter” on page 17-20|

Increase backup size estimate sent to the
storage manager.

“BAR_SIZE_FACTOR configuration|
[parameter” on page 17-13|

Extend the time an RS secondary server
waits for a checkpoint during an external
backup.

“BAR_CKPTSEC_TIMEOUT configuration|

[parameter” on page 17-5|

Configure continuous log backup.

[ALARMPROGRAM configuration parameter|
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Table 4-2. ON-Bar configuration parameters and environment variable (continued).

Behavior

Configuration parameters

Filter or transform backed up data with an
external program.

“BACKUP_FILTER configuration parameter”]|

on page 17-2]

“RESTORE_FILTER configuration|

parameter” on page 17-21]

Optimize the deduplication capabilities of
storage managers.

“TIFX_BAR_USE_DEDUP environment]

variable” on page 17-16|

Disable the ability to replicate, import, or
export backup objects among TSM servers.

“IFX_TSM_OBJINFO_OFF environmenﬂ

variable” on page 17-17]

Force the use of the sm_versions file.

“IFX_BAR_NO_BSA_PROVIDER)

environment variable” on page 17-15|

Do not set the LTAPEDEV configuration parameter to /dev/null or NUL because
logical-log backups would be disabled and you can restore only whole-system
backups.

ON-Bar security

By default, only the informix or root users on UNIX system or members of the
Informix-Admin group on Windows systems can run ON-Bar commands.

To enable additional users to run ON-Bar commands:

* On UNIX systems, create a bargroup group and add users to the group. For
instructions on how to create a group, see your UNIX documentation.

* On Windows systems, add the users to the Informix-Admin group.

Restriction: For security, it is recommended that ON-Bar commands not be run by
the root user.

Related reference:

[“onbar -r syntax: Restoring data” on page 6-2|

[“onbar -b syntax: Backing up” on page 5-2|

[“onbar -v syntax: Verifying backups” on page 5-12|

[“onbar -m syntax: Monitoring recent ON-Bar activity” on page 5-§|

[“onbar -P syntax: Printing backed-up logical logs” on page 5-10|

[“onbar -RESTART syntax: Restarting a failed restore” on page 6-18|

Verifying the configuration of ON-Bar and your storage manager

Before you begin using ON-Bar and your storage manager, make sure that ON-Bar
and your storage manager are set up correctly.

Verify your configuration by checking the items in the following list:

* The storage manager is installed and configured to manage specific storage
devices.

* For UNIX, make sure that the BAR_BSALIB_PATH configuration parameter
specifies correctly the XBSA shared library or it is not set and the library is in
the default location.

* For Windows, make sure that the BAR_BSALIB_PATH configuration parameter
specifies correctly the XBSA shared library.
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* The sm_versions file contains a row that identifies the version number of the
storage-manager-specific XBSA shared library.

After you verify that ON-Bar and your storage manager are set up correctly, run
ON-Bar on your test database to make sure that you can back up and restore data.
For more information, follow the instructions in [Chapter 5, “Back up with|
[ON-Bar,” on page 5-1|

Files that ON-Bar and storage managers use

ON-Bar, IBM Informix Primary Storage Manager, and IBM Tivoli Storage Manager
(TSM) use particular files in your installation.

The following table lists the files that ON-Bar and IBM Tivoli Storage Manager
(TSM) use and the directories where the files are. These names and locations
change if you set up the onconfig file to values different from the defaults.

Table 4-3. List of files that ON-Bar and TSM use

File name

Directory Purpose

ac_config.std

UNIX: $INFORMIXDIR/etc Template for archecker parameter values.

ac_msg.log

Windows: The ac_config.std file contains the default archecker

%INFORMIXDIR%\etc (archive checking) utility parameters. To use the
template, copy it into another file and modify the values.

/tmp The archecker message log.

%INFORMIXDIR%\etc When you use archecker with ON-Bar to verify a

backup, it writes brief status and error messages to the
ON-Bar activity log and writes detailed status and error
messages to the archecker message log. Technical
Support uses the archecker message log to diagnose
problems with backups and restores. Specify the location
of the archecker message log with the AC_MSGPATH
configuration parameter.

bar_act.log /tmp ON-Bar activity log.
%INFORMIXDIR% For more information, see|“bar_act.log file: ON-Bar]|
lactivity log” on page 3-4)
bldutil.process_id /tmp When the sysutils database is created, error messages
appear in this file.
\tmp
dsierror.log $DSMI_LOG TSM API error log.
dsm.opt $DSMI_CONFIG TSM client user option file.
dsm.sys $DSMI_DIR TSM client system option file.
Emergency boot files $INFORMIXDIR/etc Used in a cold restore. For more information, see |”ixbaﬂ

(ixbarx files)

|file: ON-Bar emergency boot file” on page 3-4)

%INFORMIXDIR%\etc
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Table 4-3. List of files that ON-Bar and TSM use (continued)

File name

Directory

Purpose

oncfg_servername .Servernum

$INFORMIXDIR/etc

%INFORMIXDIR%\etc

Configuration information for ON-Bar restores.

The database server creates the
oncfg_servername.servernum file when you initialize disk
space. The database server updates the file every time
that you add or delete a dbspace, a logical-log file, or a
chunk. The database server uses the oncfgx file when it
salvages logical-log files during a cold restore. The
database server uses the oncfg* files, so do not delete
them.

save, savegrp, savefs

$INFORMIXDIR/bin

sm_versions

$INFORMIXDIR/etc

%INFORMIXDIR%\etc

Identifies the version of a third-party storage manager.

To update the storage-manager version, edit the
sm_versions file directly.

The Informix Primary Storage Manager does not use the
sm_versions.std file.
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Chapter 5. Back up with ON-Bar

You can use the ON-Bar utility to back up and verify storage spaces (dbspaces,
blobspaces, and sbspaces) and logical-log files.

To perform a backup with ON-Bar:
1. Prepare for backup.
2. Back up with ON-Bar

3. Monitor backup progress.
4. Verify backups.
5. Back up storage manager information.

You can customize ON-Bar and storage manager commands in a shell or batch
script. You can call ON-Bar from a job-scheduling program.

Related reference:

[“Customizing ON-Bar and storage-manager commands” on page 8-1

Preparing to back up data

Before you back up storage spaces and logical logs, you must prepare the system
and copy critical administrative files.

To prepare to back up data:
1. Configure ON-Bar and your storage manager.

2. Ensure that you have enough logical log space. ON-Bar checks for available
logical-log space at the beginning of a backup. If the logs are nearly full,
ON-Bar backs up and frees the logs before attempting to back up the storage
spaces. If the logs contain ample space, ON-Bar backs up the storage spaces,
then the logical logs.

3. Verify that you have enough temporary disk space. The database server uses
temporary disk space to store the before images of data that are overwritten
while backups are occurring and overflow from query processing that occurs in
memory. Verify that the DBSPACETEMP environment variable and DBSPACETEMP
configuration parameter specify dbspaces that have enough space for your
needs. If there is not enough room in the specified dbspaces, the backup will
fail, root dbspace will be used, or the backup will fail after filling the root
dbspace.

4. Back up administrative files to a different location.

5. Run the oncheck -cD command to verify that all database server data is
consistent. You do not need to check for consistency before every level-0
backup. Do not discard a backup that is known to be consistent until the next
time that you verify the consistency of your databases.

Related reference:

[Chapter 4, “Configure the storage manager and ON-Bar,” on page 4-1]

[“‘onbar -b syntax: Backing up” on page 5-2|

Related information:

[oncheck -cd and oncheck -cD commands: Check pages|
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Administrative files to back up

Although ON-Bar backs up some critical administrative files, you must also
include critical files in normal operating-system backups of important
configuration files.

Files that ON-Bar backs up

When you back up a storage space, ON-Bar also backs up the following critical
files:

* The onconfig file

* UNIX: The sqlhosts file

* The ON-Bar emergency boot file: ixbar.servernum
* The server boot file: oncfg_servername.servernum

You must restore these files if you need to replace disks or if you restore to a
second computer system (imported restore).

Look at the bar_act.log file to determine whether critical files are successfully
backed up. The return code for the onbar -b command indicates only whether
storage spaces are successfully backed up. The following lines from the
bar_act.log file show that the ON-Bar emergency boot file, ixbar.0, is backed up:

Begin backup of critical file '/opt/informix-11.70.fc7/etc/ixbar.0"'.
Completed backup of critical file '/opt/informix-11.70.fc7/etc/ixbar.0'

Files that you must manually back up

In addition to the critical files, you must also manually back up the following
administrative files:

* The sm_versions file

* Storage-manager configuration and data files

* Simple-large-object data in blobspaces that are stored on disks

+ Externally stored data such as external tables that a DataBlade® maintains

Tip: Even though ON-Bar includes the critical files with the files it backs up, it is a
good practice to also include the critical files in your system archive. Having the
critical files included in both the IBM Informix and system archives gives you
more options if you need them.

Files that ON-Bar re-creates

Although ON-Bar does not back up the following items, ON-Bar automatically
re-creates them during a restore. You do not need to make backup copies of these
files:

* The dbspace pages that are allocated to the database server but that are not yet
allocated to a tblspace extent

* Mirror chunks, if the corresponding primary chunks are accessible
* Temporary dbspaces

ON-Bar does not back up or restore the data in temporary dbspaces. Upon
restore, the database server re-creates empty temporary dbspaces.

onbar -b syntax: Backing up

Use the onbar -b command to back up storage spaces and logical logs.
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To run ON-Bar commands, you must be user root, user informix, a member of the
bargroup group on UNIX, or a member of the Informix-Admin group on

Windows.

* [“Usage” on page 5-5|

* [“Example:

Back up a whole system” on page 5-6|

e [“Example:
| p

Back up all online storage spaces and logical logs” on page 5-6

* [“Example:

Perform an incremental backup” on page 5-6|

* [“Example:

Back up specified storage spaces and all logical logs” on page 5-6|

e [“Example:
| p

Back up a list of storage spaces specified in a file” on page 5-6

* [“Example:

Back up logical logs” on page 5-6|

* [“Example:

Physical backup” on page 5-7]

Syntax for backing up with ON-Bar

»»—onbar— -b

|— -0J |— -cf yes:JJ )
b

-L 0
ES
2
-p

-f—filename

Y dbspace 1 istl

Table 5-1. Options for the onbar -b command

Option

Description

-b

Specifies a backup

Backs up the storage spaces and logical logs, including the current logical
log.

dbspace_list

Specifies the storage spaces to be backed up, separated by blank spaces.

If you do not enter dbspace_list or -f filename, ON-Bar backs up all online
storage spaces on the database server.

-C

Closes and backs up the current logical log and the other full logical logs.

-C

Starts a continuous log backup.

Reserve a dedicated storage device and terminal window because the
continuous log backups run indefinitely waiting for logical logs to fill.

To stop a continuous log backup, stop the ON-Bar process with an
interrupt command, such as CTRL-C or SIGTERM.
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Table 5-1. Options for the onbar -b command (continued)

Option Description
-cf Specifies whether the critical files are backed up. The critical files are the
onconfig file, the sqlhosts file, and the ixbar.servernum file.
Valid values are:
* yes = Backs up the critical files. Default when performing a level 0, 1, or
2 backup.
* no = Does not back up the critical files. Default when backing up the
logical log files.
* only = Backs up only the critical files.
-f filename Backs up the storage spaces that are listed in the text file that is specified
by the filename value.
Use this option to avoid entering a long list of storage spaces every time
that you back up.
For more information, see [“List of storage spaces in a file” on page 5-7
-F Performs a fake backup
A storage-manager application is not necessary. No backup actually occurs,
so no restore is possible from a fake backup. Use fake backups sparingly, if
at all. Fake backups might be appropriate in the following situations:
* Change database logging modes
* Change a RAW table to a STANDARD table
* Allow the user to use new logs, chunks, or mirrors without performing a
backup
* In special situations when you, the administrator, judge that a backup is
not needed
-L Specifies the level of backup to perform on storage spaces:
* 0 = a complete backup (Default)
* 1 = changes since the last level-0 backup
* 2 = changes since the last level-1 backup
If you request an incremental backup and ON-Bar finds that no previous
level backup was performed for a particular storage space, ON-Bar backs
up that storage space at the previous level. For example, if you request a
level-1 backup, and ON-Bar finds no level-0 backup, it makes a level-0
backup instead.
-1 Performs a backup of full logical-log files.
The current logical-log file is not backed up.
-0 Overrides normal backup restrictions.
Use this option to back up logical logs when blobspaces are offline.
If a log backup occurs when blobspaces are offline, return code 178
displays in the ON-Bar activity log.
-p Backs up only physical storage spaces without logical logs.

A warning message is written to the activity log listing the log unique ID
of the latest log file that is required for a restore of the storage spaces. Use
this option if logical logs are being continuously backed up. If necessary, a
log switch is initiated, so that this log can be backed up. If the current log
is already newer than the log with the archive checkpoint of the last
storage space, then no log switch is initiated.
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Table 5-1. Options for the onbar -b command (continued)

Option

Description

-S

Salvages any logical logs that are still on disk after a database server
failure. You can run the onbar -1 -s command while the server is offline.

If possible, use this option before you replace a damaged disk. If you use
onbar -r to perform a cold restore on an undamaged disk, ON-Bar
automatically salvages the logical logs.

-W

Backs up a whole system, which includes all storage spaces and logical logs
based on a single checkpoint.

The time of the backup is stored with the backup information. The data in
all storage spaces is consistent in a whole-system backup, therefore, you do
not need to restore the logical logs to make the data consistent. If you do
not save the logical logs, you must use the -w option.

Usage

Before you back up your data, make sure that your data is consistent by running
the oncheck -cD command.

To run ON-Bar commands, you must be user root, user informix, or a member of
the bargroup group on UNIX, or a member of the Informix-Admin group on
Windows. For more information, see [“ON-Bar security” on page 4-9.

You can back up storage spaces and logical logs when the database server is in
online, quiescent, or fast-recovery mode.

The storage-space chunks can be stored on raw disk storage space, in cooked files,
or on an NTFS file system (Windows).

Only online storage spaces are backed up. Use the onstat -d command to
determine which storage spaces are online. During a backup, if ON-Bar encounters
a down dbspace, it skips it and later returns an error. If a storage space is offline,
restart the backup when the storage space is back online.

After you begin the backup, monitor its progress in the ON-Bar activity log and
database server message log.

You can either back up the logical logs separately or with storage spaces. Back up
the logical logs as soon as they fill so that you can reuse them and to protect
against data loss if the disks that contain the logs are lost. If the log files fill, the
database server pauses until you back up the logical logs. You can either back up
the logical logs manually or start a continuous logical-log backup by running the
onbar -b -C command. Logical-log backups are always level 0. After you close the
current logical log, you can back it up.

If you perform whole-system backups and restores, you do not need to restore
logical logs. However, back up the logical logs when you use whole-system
backups. These log backups allow you to recover your data to a time after the
whole-system backup, minimizing data loss.

If you are running continuous logical log backup and then start a whole system

backup, the ON-Bar process attempts to save the logical logs. Because the
continuous logical log backup is running, an error message is returned indicating
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that a logical log backup is already running, and the whole system backup returns
a non-zero error code. In this case the logical logs are backed up only one time. To
avoid the error, create a physical backup with the onbar -b -w -p command.

To back up a specific table or set of tables in ON-Bar, store these tables in a
separate dbspace and then back up this dbspace. Alternatively, you can perform
table level restores with the archecker utility.

Example: Back up a whole system

The following command performs a level-0 whole system backup after taking a
checkpoint of all online storage spaces and logical logs:

onbar -b -w

The following command performs a level-1 whole system backup:
onbar -b -w -L 1

Example: Back up all online storage spaces and logical logs

The following command performs a standard, level-0 backup of all online storage
spaces and used logical logs:

onbar -b
Example: Perform an incremental backup

The following command performs a standard, level-1 backup:
onbar -b -L 1

Example: Back up specified storage spaces and all logical logs

The following command performs a level-0 backup of the dbspaces named
fin_dbspacel and fin_dbspace2 and all logical logs:

onbar -b fin_dbspacel fin_dbspace2
Example: Back up a list of storage spaces specified in a file

The following sample file named Tistfile3 contains a list of storage spaces to be
backed up:blobsp2.1, my_dbspacel, blobsp2.2, dbsl.1, rootdbs.1, and dbsl.2.

blobsp2.1

# a comment ignore this text
my_dbspacel # back up this dbspace

; another comment

bTobsp2.2 dbs1.1

rootdbs.1 dbs1.2 3 backing up two spaces

The following command backs up the storage spaces listed in the 1istfile3 file:
onbar -b -f Tistfile3

Example: Back up logical logs

The following command starts a manual logical-log backup:
onbar -b -1

The following command backs up the current logical-log file:
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onbar -b -1 -c
Example: Physical backup

The following command backs up all storage spaces without backing up any
logical logs:
onbar -b -p -L 0

A warning message is written to the ON-Bar activity log file stating that log file
backup was not initiated. The message also contains the log unique ID of the latest
log file that is required for a restore of the storage spaces. The latest required log
file contains the archive checkpoint of the last dbspace backed up.

Example message:

2011-12-14 09:30:35 14277 14275 (-43354) WARNING: Logical logs were
not backed up as part of this operation. Logs through log unique ID 9
are needed for restoring this backup. Make sure these logs are backed
up separately.

Related tasks:
[‘Configuring a continuous log restore by using ON-Bar” on page 6-10|

[‘Replacing disks during a restore” on page 6-14|

[“Preparing to back up data” on page 5-1|

Related reference:

[“Plan a backup system for a production database server” on page 2-3|

[“ON-Bar security” on page 4-9|

List of storage spaces in a file

You can list storage spaces to back up or restore in a file.

The filename value can be any valid UNIX or Windows file name:
+ Simple file names, for example: 1istfile_1)

* Relative file names, for example: ../backup_lists/1istfile_2 or
..\backup_lists\listfile2

* absolute file names, for example: /usr//backup_lists/listfile3 or
c:\\backup Tists\1istfile3

The format rules for the file are:

* If you are restoring chunks, list storage space names without paths. Each line
can list more than one storage space, separated by spaces or a tab.

* If you are renaming chunks, list the old chunk path name, the old offset, the
new chunk path name, and the new offset. Put a blank space or a tab between
each item. Put information for each chunk on a separate line.

* Comments begin with a # or a ; symbol and continue to the end of the current
line.

* ON-Bar ignores all comment or blank lines in the file.

Backing up blobspaces

You can back up blobspaces in a database that uses transaction logging.

Before you back up a new blobspace, make sure that the log file that recorded the
creation of the blobspace is no longer the current log file. You can run the onstat -1
command to verify the logical-log status.
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When users update or delete simple large objects in blobspaces, the blobpages are
not freed for reuse until the log file that contains the delete records is freed. To free
the log file, you must back it up.

Important: If you perform a warm restore of a blobspace without backing up the
logical logs after updating or deleting data in it, that blobspace might not be
restorable.

To back up blobspaces:
1. Verify the logical-log status by running the onstat -1 or xctl onstat -1 command.
2. Switch to the next log file by running the onmode -1 command.
3. Back up the logical logs:
* If the blobspace is online, run the onbar -b -1 -c command.

* If the blobspace is offline, run the onbar -b -1 -O or onbar -b -O command. If
this backup is successful, ON-Bar returns 178.

4. Back up the blobspaces by running the onbar -b or onbar -b -w command.
Related information:

[onstat -L. command: Print the number of free locks|

onbar -m syntax: Monitoring recent ON-Bar activity

You can monitor recent ON-Bar activity with the onbar -m command. Only users
who have permission to perform backup and restore operations can use this
option.

Monitor recent ON-Bar activity

[ 3

»»—onbar -m

|—l ines

R —
l—seconds—|

Table 5-2. Options for the onbar -m command

Option Description

-m Prints the recent activity of ON-Bar from the activity log file.

lines Specifies the number of lines to output. Default is 20 lines.

-r Causes the onbar -m command to repeat.

seconds Specifies the number of seconds to wait before repeating. Default is 5
seconds.

Related concepts:

[‘bar_act.log file: ON-Bar activity log” on page 3-4|

Related reference:

[Chapter 10, “ON-Bar messages and return codes,” on page 10-1|

[‘Message format in the ON-Bar message log” on page 10-1|
[“ON-Bar security” on page 4-9|
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Viewing a list of registered backups

You can create a list of the registered ON-Bar backups performed on your system.

To view the list of registered backups:

1. Create a view in the sysutils database that contains information from the
bar_action, bar_instance, and bar_object catalog tables. Include the following
fields in the view:

Backup_ID: The internally generated ID for the backup

Type: Defines whether the backup is a whole system backup, dbspace
backup, or logical log backup.

Object_Name: The name of the object backed up.
Ifx_Time: Time at which the object was created. For dbspace backups, the

checkpoint time that started the backup. For logical logs, the time when the

log become full.

CopyID_HI: The High part of the ID to locate the object in the storage
manager.

CopyID_LO: The Low part of the ID to locate the object in the storage
manager.

Backup_Start: Date and time when the backup started for this object
Backup_End: Date and time when the backup ended for this object.
Verify_Date: The time of the last verification made to this object, if any.

2. Run a SELECT statement against the view.

Example

The following statement creates a view that contains backup information:

CREATE

VIEW 1ist_backups(Backup_ID, Type, Object Name, Ifx_Time, CopyID HI,
CopyID_LO, Backup_Start, Backup_End, Verify_Date)

AS SELECT * FROM (

SELECT

FROM

WHERE

GROUP
ORDER

act_aid AS backup_id,

DECODE(act_type, 5, "Whole-System", DECODE(obj_type, "L",
"Logical log", "Dbspace")) AS Type,

substr(obj_name,1, 8) AS Object_Name,

min(DBINFO ('utc_to_datetime', seal_time)) AS Ifx_Time,

ins_copyid_hi AS CopyID HI,

ins_copyid_lo AS CopyID_LO,

act_start AS Backup_Start,

act_end AS Backup_End,

ins_verify_date AS Verify Date

bar_action A,
bar_instance I,
bar_object 0

A.act_aid = I.ins_aid AND
A.act_oid = 0.obj_oid AND
A.act_oid = I.ins_oid AND

0.0bJ_type .in ("RF, "CD", IINDII’ ||L||)
BY 1,2,3,5,6,7,8,9
BY Ifx_Time, Backup_ID) AS view 1ist_backups

The following query returns all the backups:

SELECT

* FROM Tist_backups

Related information:
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[The sysutils Tables|

onbar -P syntax: Printing backed-up logical logs

You can use the onbar -P command to print logical logs that are backed up using
the ON-Bar utility.

To run ON-Bar commands, you must be user root, user informix, a member of the
bargroup group on UNIX, or a member of the Informix-Admin group on
Windows.

* [“Usage” on page 5-11

+ [“Example: Print a specific transaction” on page 5-11|

* [“Example: Print multiple logical log files” on page 5-12]

Print backed-up logical logs

»—onbar -P—"—-n—Eunique_id ] >
starting_id-ending_id

i I—-]—l I—-q—| |—-b—| |—-c—| I—-u—username—| |—-t—tblspace_num—|

\
A\
A

l——x—t‘ransact‘z'on_numJ

Table 5-3. Options for the onbar -P command

Option Purpose

-b Print logical-log records associated with blobspace blobpages.

The database server stores these records on the logical-log backup
media as part of blobspace logging.

-c Use the compression dictionary to expand compressed data.

-1 Print the long listing of the logical-log record.

The long listing of a log record includes complex hexadecimal
and ASCII dumps of the entire log record.

-n starting_id-ending_id Print the logical-log records contained in the specified range of
log files. The starting_id option is the ID of the first log to print.
The ending_id option is ID of the last log to print. The value of
the starting_id option must be smaller than the value of the
ending_id option.

Separate the starting and ending ID values with a hyphen. Do
not include blank spaces.

-n unique_id Print the logical-log records contained in the specified log file.
The unique_id option is the unique ID number of the logical log.
To determine the unique ID of a specific logical-log file, use the
onstat -1 command.

-P Print backed-up logical log information
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Table 5-3. Options for the onbar -P command (continued)

Option

Purpose

-q

Do not print the program header

-t tblspace_num

Print the records associated with the tblspace that you specify
with the tblspace_num option.

Specify the tblspace_num value as either an unsigned integer or

hexadecimal value. If you do not use a prefix of 0x, the value is
interpreted as an integer. The integer must be greater than zero
and must exist in the partnum column of the systables system

catalog table.

-u username

Print the records for a specific user. The user name must be an
existing login name and conform to operating-system-specific
rules for login names.

-X transaction_num

Print only the records associated with the transaction that you
specify. The transaction_num must be an unsigned integer between
zero and TRANSACTIONS -1, inclusive.

Additional Information: Use the -x option only in the unlikely
situation of an error being generated during a roll-forward. When
this situation occurs, the database server sends a message to the
message log that includes the transaction ID of the offending
transaction. You can use this transaction ID with the -x option to

investigate the cause of the error.

Usage

To view the backed-up logical logs, the storage manager must be running.

The output of this command is printed to stdout.

Example: Print a specific transaction

The following command prints information about a single transaction that was

performed by the user informix against the tblspace 1048722 and is contained in
the logical log file 2:

onbar -P -n 2 -1 -q -b -u "informix" -t 1048722 -x 1

The output for this command might be:

log uniqgid: 2.

1665d0

166648

120 DPT 1

00000078 0002006¢
00000001 00000000
00000005 00000005
00100004 0abc21b8
00100006 0a0c2288
0010001b 0a0c3810
00100015 0aOc3al8
00100005 0a0c57cO
60 CKPOINT 1

0000003c 00000042
00000001 001665d0
00010005 00000002
00000007 ffffffff

2 0 5
00000010 0000fefe ...x...1 ........
000077e3 00000000 ........ .. Weeon
00002a24 00000001 ........ .. *$...
00002a48 00000001 ......!. ..*H..
00002eal 00000001 ...... oo
00002bee 00000001 ...... 8. ..+,
00002a3d 00000001 ......:. ..*=

...... W.

0 1665d0 1
00000010 000Ofefe ...<...B ........
000077e3 00000000 ...... . ..W.....
00000002 00166530 ........ ...... e.
00084403  ......a. .. D.

Chapter 5. Back up with ON-Bar

5-11



Example: Print multiple logical log files

The following command prints the logical log records for the logical logs files that
have IDs of 2, 3, 4, 5, 10, 11, and 12:

onbar -P -n 2-5 -n 10-12

Related reference:

[“ON-Bar security” on page 4-9|

Related information:

fonstat -1 command: Print physical and logical log information|

fonstat -L. command: Print the number of free locks|

onbar -v syntax: Verifying backups

Verify backups

Use the onbar -v command to verify that backups that were created by the ON-Bar
utility are complete and can be restored.

To run ON-Bar commands, you must be user root, user informix, a member of the
bargroup group on UNIX, or a member of the Informix-Admin group on
Windows.

Sufficient temporary space must be available. For more information, see
[“Temporary space for backup verification” on page 5-14

* [“Usage” on page 5-13|

+ [“Example: Perform a point-in-time verification of a backup” on page 5-13|
* [“Example: Verify backups of storage spaces listed in a file” on page 5-13|
* |“Example: ON-Bar activity log verification messages” on page 5-14|

* [“Example: archecker message log verification messages” on page 5-14|

v
A

»»—onbar—-v
|__p_| I—-t—"time"—l —-f—filename—

v
space
Lw

Table 5-4. Options for the onbar -v command

Option Description

-V Verifies a backup. The server can be in any mode.
If verification is successful, you can restore the storage spaces safely.
You can verify a whole-system or physical-only backup. You cannot verify
the logical logs.

space Names of storage spaces to verify.

If you enter more than one storage-space name, use a space to separate the
names.
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Table 5-4. Options for the onbar -v command (continued)

Option Description

-f filename Verifies the storage spaces that are listed in the text file whose path name
filename provides.
Use this option to avoid entering a long list of storage spaces every time
that you verify them.
You can use any valid UNIX or Windows path name and file name. For
the format of this file, see |“List of storage spaces in a file” on page 5-7/
The file can list multiple storage spaces per line.

-p Verifies a physical-only backup.

-t "time" Specifies the date and time to which dbspaces are verified. Must be
surrounded by quotation marks.
How you enter the time depends on your current GLS locale convention. If
the GL_DATETIME environment variable is set, you must specify the date and
time according to that variable. If the GLS locale is not set, use ANSI-style
date format: YYYY-MM-DD HH:MM:SS.

-W Verifies a whole-system backup.

Usage

The onbar -v command runs the archecker utility. The archecker utility verifies
that all pages required to restore a backup exist on the media in the correct form.
After you successfully verify a backup, you can restore it safely.

When you verify a backup, ON-Bar writes summary messages to the bar_act.log
that report which storage spaces were verified and whether the verification
succeeded or failed. The archecker utility writes detailed messages to the
ac_msg.log. IBM Software Support uses the ac_msg.log to diagnose problems with
backups and restores.

The onbar -v command verifies only the smart-large-object extents in an sbspace.
For a complete check, use the oncheck -cS command.

The onbar -v command cannot verify the links between data rows and simple
large objects in a blobspace. Use the oncheck -cD command instead to verify the
links in a blobspace.

Example: Perform a point-in-time verification of a backup

The following command verifies a backup at a point-in-time:
onbar -v -t "2011-12-10 10:20:50"

Example: Verify backups of storage spaces listed in a file

The following command verifies the backed-up storage spaces that are listed in the
file bkupl:

onbar -v -f /usr/backups/bkupl
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Example: ON-Bar activity log verification messages

The following examples show messages about verification in the ON-Bar activity
log:

The level-0 backup of dbspace dbs2.2 passed verification, as follows:

Begin backup verification of TevelO for dbs2.2 (Storage Manager Copy ID:##)
Completed Tevel-0 backup verification successfully.

The level-0 backup of rootdbs failed verification, as follows:

Begin backup verification of levelO for rootdbs (Storage Manager Copy ID:##).
ERROR: Unable to close the physical check: error_message.

Example: archecker message log verification messages

More detailed information is available in the archecker message log, as follows:

STATUS: Scan PASSED

STATUS: Control page checks PASSED
STATUS: Starting checks of dbspace dbs2.2.
STATUS: Checking dbs2.2:TBLSpace

STATUS: Tables/Fragments Validated: 1
Archive Validation Passed

Related tasks:
[“Verifying an expired backup” on page 5-16|

Related reference:

[“ON-Bar security” on page 4-9|

Temporary space for backup verification
When you verify backups, 15-25 MB of temporary space must be available.

During backup verification, the archecker utility requires about 15 MB of
temporary space for a medium-size system (40-50 GB) and 25 MB for a large
system. This temporary space is stored on the file system in the directory that the
AC_STORAGE parameter specifies, not in the dbspaces. The temporary files
contain bitmap information about the backup and copies of partition pages, free
pages in a chunk, reserved pages, and optionally, free pages in a blobspace and
debugging information. The archecker utility must have permissions to the
temporary directory.

If the backup is verified successfully, these files are deleted. If the backup fails
verification, these files remain. Copy them to another location so that IBM Software
Support can review them.

If your database server contains only dbspaces, use the following formula to
estimate the amount of temporary space in KB for the archecker temporary files:

space = (130 KB * number_of chunks) + (pagesize * number of tables) +
(.05 KB * number_of logs)

For IBM Informix, if your database server contains blobspaces or sbspaces, use the
following formula to estimate the amount of temporary space for the archecker
temporary files:

space = (130 KB * number_of chunks) + (pagesize * number_of tables) +
(.05 KB * number_of logs) + (pagesize * (num_of blobpages/252))
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number_of chunks
The maximum number of chunks that you estimate for the database server.

pagesize
The system page size in KB.

number_of tables
The maximum number of tables that you estimate for the database server.

number_of_logs
The number of logical logs on the database server.

num_of_blobpages
The number of blobpages in the blobspaces or the number of sbspaces. (If
your database server contains sbspaces, substitute num_of_blobpages with
the number of sbspaces.)

For example, you would need 12.9 megabytes of temporary disk space on a
50-gigabyte system with a page size of 2 KB. This system does not contain any
blobspaces, as the following statement shows:

13,252 KB = (130 KB * 25 chunks) + (2 KB * 5000 tables) +
(.05 KB * 50 logs) + (2 KB * 0)

To convert KB to MB, divide the result by 1024:
12.9 MB = 13,252/1024

Verification failures

The verification of a backup can fail for various reasons. If a backup fails
verification, do not attempt to restore it.

The causes of a verification failure are unpredictable and range from corruption of
the database server to a failed restore because ON-Bar cannot find the backup
object on the storage manager. In fact, the restore might appear to be successful but
it hides the real problem with the data or media.

Backups with corrupted pages

If the pages are corrupted, the problem is with the databases rather than with the
backup or the media.

Run oncheck -cd on any tables that produce errors and then redo the backup and
verification. To check extents and reserved pages, run oncheck -ce and oncheck
-Cr.

Backups with corrupted control information

In this case, all the data is correct, but some of the backup control information is
incorrect, which might cause problems with the restore. Ask IBM Software Support
for assistance.

Backups with missing data

When a backup is missing data, it might not be recoverable. After a data loss, try
to restore from an older backup. Then restore the current logical logs.
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Backups of inconsistent database server data

There are cases where archecker returns “success” to ON-Bar but shows “failure”
in the archecker message logs. This situation occurs when archecker verifies that
ON-Bar backed up the data correctly, but the database server data was invalid or
inconsistent when it was backed up.

Diagnosing why a backup failed verification
If a backup failed verification, you can take steps to diagnose and attempt to fix
the problem.

To diagnose why a backup failed verification:

1. Verify that the AC_CONFIG environment variable and the contents of the
archecker configuration file are set correctly. If these variables are set
incorrectly, the ON-Bar activity log prints a message.

2. Back up the data onto different media.
Do not reuse the original backup media because it might be damaged.

Do not use any backups based on this backup. If the level-0 backup failed
verification, do not use the corresponding level-1 and level-2 backups.

3. Verify this new backup. If verification succeeds, you can restore the storage
spaces.

4. Use your storage manager to expire the backup that failed verification and then
run the onsmsync utility without arguments to remove the bad backup from
the sysutils and emergency boot files.

5. If verification fails again, call IBM Software Support and provide them with the
following information:

* Your backup tool name (ON-Bar)
* The database server online.log
* The archecker message log

¢ The AC_STORAGE directory that contains the bitmap of the backup and
copies of important backed-up pages

If only part of the backup is corrupted, IBM Software Support can help you
determine which portion of the backup can be restored in an emergency.

IBM Software Support might advise you to run oncheck options against a set
of tables.

Verifying an expired backup

You can verify an expired backup in case subsequent backups are not valid.

To verify an expired backup:

1. Check that the status of the backup save set on the storage manager. If the
storage manager expired the backup save set, the archecker utility cannot
verify it.

2. Use the storage-manager commands for activating the expired backup save set.
See your storage-manager documentation.

3. Run the onbar -v command again.

Related reference:

[“onbar -v syntax: Verifying backups” on page 5-12|

Restoring when a backup is missing data
If a backup fails verification because of missing data, you can perform a restore
from an older backup.
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To restore when a backup is missing data:

1. Choose the date and time of an older backup than the one that failed. To
perform a point-in-time verification, use the onbar -v -t time space command.

2. If the older backup passes verification, perform a point-in-time physical restore
by using the same time value, then perform a log restore, as follows:
onbar -r -p -t time space
onbar -r -1

3. Expire the corrupted backup at your storage manager.

4. Run the onsmsync command without arguments. The onsmsync utility
removes backups that are no longer held by the storage manager from the
emergency boot file and the sysutils database, preventing ON-Bar from
attempting to use such backups.

Related reference:

[“The onsmsync utility” on page 8-4|

[“onbar -r syntax: Restoring data” on page 6-2|
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Chapter 6. Restore data with ON-Bar

You can use the ON-Bar utility to restore data that was backed up by the ON-Bar
utility.

Before you restore data, use the pre-restore checklist to determine if whether a
restore is needed and to prepare for a restore.

To perform a restore with the ON-Bar utility:

1. Make the storage devices that were available during the backup available for
the restore.

2. If necessary, add enough temporary space to perform the restore. The logical
log restore portion of a warm restore requires temporary space. The minimum
amount of temporary space is equal to the smaller of the total amount of
allocated logical-log space and the number of log files to be replayed.

3. Run the onbar -r command with the appropriate options to restore the data.

4. Monitor the ON-Bar activity log.

5. After the restore is complete, run the onstat -d command to verify that all

storage spaces are restored. The letter O in the flags column indicates that the
chunk is online.

Pre-restore checklist

Use this checklist to determine if a restore is necessary and to prepare for a restore.

To prepare for a restore:

* Determine if you need to restore. If one or more of these problems is true, you
perform a restore to fix the problem:

Has data been lost or corrupted?
— Does a committed transaction error need to be undone?
Is the database server down or has a disk failed?

Is a storage space or chunk down or inconsistent?
* Diagnose the problem by using database server monitoring tools.

* If the root dbspace or the dbspaces that contain the physical log and logical-log
files need to be restored, you must perform a cold restore. The database server
must be offline during a cold restore. Ask your client users to log off the system.

* Contact the appropriate vendor to resolve the following types of problems
before doing a restore:

The storage manager
— The XBSA connection
— The operating system
— The storage media

Related information:

[Database server monitoring]
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Storage space status and required actions

To determine the state of each storage space and its chunks, examine the output of
the onstat -d command. The storage space status determines the action you need
to take to solve the problem. The database server must be online.

The following table describes onstat -d command output about chunk status and
the actions required to solve the problems. The chunk status information is in the
second position of the flags column in the first (storage spaces) and second
(chunks) sections of the output.

Table 6-1. Chunk flag descriptions and required actions

chunk flag Storage space or chunk state Action required
(No flag) Storage space no longer exists. Perform a point-in-time cold restore to a time
before the storage space was dropped.
D Chunk is down or storage space is disabled. Perform a warm restore of the affected storage
space.
1 Chunk is physically restored, but needs a Perform a logical restore.
logical restore.
L Storage space is being logically restored. Try the logical restore again.
Chunk is renamed and either down or Perform a warm restore of the chunk when the
inconsistent. physical device is available.
(@] Chunk is online. No action required.
P Storage space is physically restored. Perform a logical restore, if one is not already
in progress.
R Storage space is being restored. Perform a physical or logical restore.
X Storage space or chunk is newly mirrored. No action required.

Related reference:

[“‘onbar -r syntax: Restoring data”

Related information:

fonstat -d command: Print chunk information|

Storage device availability

Verify that the storage devices and files used in the backup are available for the
restore.

If you drop a dbspace or mirror device after a level-0 backup, the dbspace or
mirror device must be available to the database server when you begin the restore.
If the storage device is not available, the database server cannot write to the chunk
and the restore fails.

If you add a chunk after your last backup, the chunk device must be available to
the database server when it rolls forward the logical log.

onbar -r syntax: Restoring data

To perform a complete restore, use onbar -r command.
To run ON-Bar commands, you must be user root, user informix, a member of the
bargroup group on UNIX, or a member of the Informix-Admin group on

Windows.
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+ [“Usage” on page 6-6|

+ [“Example: Perform a whole-system restore” on page 6-7]

+ [“Example: Restore specific storage spaces” on page 6-8|

* [“Example: Perform a warm restore in stages” on page 6-§

+ [“Example: Point-in-time restore” on page 6-8|

* [“Example: Point-in-time restore with a French locale” on page 6-8|

* [“Example: Point-in-time restore in stages” on page 6-8|

+ [“Example: Restore a dropped storage space and chunks” on page 6-8|

+ [“Example: Restore critical files” on page 6-9|
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Table 6-2. Options for the onbar -r command.

Option

Description

-r

Specifies a restore. If the database server is offline, ON-Bar performs a cold
restore. If the database server is in online, quiescent, or fast recovery mode,

ON-Bar performs a warm restore.

In a cold restore, the -r option restores all storage spaces and salvages and
restores the logical logs. In a warm restore, the -r option restores all storage
spaces that are offline and restores the logical logs.

You must specify the -r option first.

space

Specifies which storage spaces to back up as a list of one or more dbspace,
blobspace, or sbspace names, separated by blank spaces.

ON-Bar restores only the storage spaces listed. If the database server is

offline, you must list all the critical dbspaces. You cannot specify temporary

spaces.
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Table 6-2. Options for the onbar -r command. (continued)

Option

Description

-C

Continuously restores logical logs from the current logical log tape without
sending prompts to mount the tape.

The server is placed in suspend log restore state, and the command exits
after the last applicable log is restored. The server sends a prompt if a log
spans tapes. The configuration parameter RESTARTABLE_RESTORE does
not affect continuous log restoration.

Specifies whether the critical files are restored during a cold restore.

The critical files are the onconfig file, the sqlhosts file (on UNIX), the
oncfg_servername.servernum file, and the ixbar.servernum file.

Valid values are:
* yes = Restores the critical files.
* no = Default. Does not restore the critical files.

* only = Restores only the critical files.

-€

Specifies an external restore. Run the onbar -r -e command after you
externally restore the storage spaces. Marks storage spaces as physically
restored, restores the logical logs, and brings the storage spaces online.

-f filename

Specifies the path and file name of a text file that lists the storages spaces
to restore or rename.

Use this option to avoid entering a long list of storage spaces.

For more information, see [“List of storage spaces in a file” on page 5-7.

Specifies a logical restore only. Restores and rolls forward the logical logs.
The logical restore applies only to those storage spaces that are already
physically restored.

Important: To improve performance, replay logical-log transactions in
parallel during a warm restore. Use the ON_RECVRY_THREADS
configuration parameter to set the number of parallel threads. To replay
logical-log transactions in parallel during a cold restore, use the
OFF_RECVRY_THREADS configuration parameter. For more information,
see your IBM Informix Performance Guide.

-n log

Indicates the unique ID of the last logical log to be restored in a cold
restore. The database server must be offline.

To find the unique ID, use the onstat -1 command.

A point-in-log restore is a special point-in-time restore. You must restore all
storage spaces in a point-in-log restore so that the data is consistent. If any
logical logs exist after the specified log, ON-Bar does not restore them and
their data is lost. If the specific logical log applies to more than one
timeline, ON-Bar uses the latest one.

Cannot be combined with the -t option.

-n new_path

Specifies the new path of the chunk. Use with the -rename option.
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Table 6-2. Options for the onbar -r command. (continued)

Option

Description

-0

Overrides internal error checks. Allows the restore of online storage spaces.
Forces the recreation of chunk files that no longer exist.

Used to override internal error checks to perform the following tasks:

* Force the restore of online storage spaces. If a storage space in the list of
storage spaces to restore is online, ON-Bar takes the storage space offline
and then restores it. If this operation succeeds, ON-Bar completes with
an exit code of 177.

* Force the creation of nonexistent chunk files. If a chunk file for a storage
space being restored no longer exists, ON-Bar recreates it. The newly
created chunk file is cooked disk space, not raw disk space. If ON-Bar
successfully recreates the missing chunk file, ON-Bar completes with an
exit code of 179.

* Force a cold restore to proceed if a critical storage space is missing. In a
cold restore, ON-Bar checks whether every critical space is being
restored. This check occasionally causes false warnings. If the warning
was valid, the restore fails. If the warning was false and ON-Bar
successfully restores the server, ON-Bar completes with an exit code of
115.

Use the -O option with a whole-system restore only to recreate missing
chunk files. You cannot use the onbar -r -w -O command when the
database server is online because the root dbspace cannot be taken offline
during the whole-system restore. Cannot be combined with the -rename
option.

-0 new_offset

Specifies the offset of the renamed chunk. Use with the -rename option.

-0 old_offset

Specifies the offset of the chunk to be renamed. Use with the -rename
option.

P

Specifies a physical restore only.

You must follow a physical restore with a logical restore before data is
accessible unless you use a whole-system restore. This option turns off
automatic log salvage before a cold restore. If the LTAPEDEV configuration
parameter is set to /dev/null or NUL, you must use the -p option during a
restore.

-p old_path

Specifies the path of the chunk to be renamed. Use with the -rename
option.

-rename

Renames one or more chunks during a cold restore. The database server
must be offline.

This option is useful if you need to restore storage spaces to a different
disk from the one on which the backup was made. You can rename any
type of chunk, including critical chunks and mirror chunks. You can
rename chunks that have level-0 backups.

Cannot be combined with the -O option.

Chapter 6. Restore data with ON-Bar 6-5



Table 6-2. Options for the onbar -r command. (continued)

Option

Description

-T tenant_database

Restores a tenant database. The database server must be online. No other
warm restores or tenant restores can be in progress.

If you include the -t option, the data is restored to the specified point in
time. If you do not include the -t option, the data is restored to the current
time.

Include the -O option unless all of the permanent tenant storage spaces are
marked as down. Temporary storage spaces are never backed up or
restored.

For more information, see [Restoring a tenant database to a point in time}

-t "time"

Specifies the time of the last transaction to be restored from the logical logs
in a cold restore or a tenant database point-in-time restore. For a cold
restore, the database server must be offline. For a tenant database
point-in-time restore, the database server must be online.

All storage spaces specified are restored to the same point in time.
However, for a cold restore, if you perform a physical restore followed by a
logical restore, the logical restore can be to a later point in time. For
example you might detect that your current backup is corrupted, and that
you need to restore the previous backup. In this case, start your physical
restore with the timestamp of your previous backup, and subsequently start
the logical recovery to a more recent timestamp.

A point-in-time restore is typically used to recover from a mistake. For
example, if you accidentally dropped a database, you can restore the server
to a point in time just before you dropped the database.

To determine the appropriate date and time for the point-in-time restore,
use the onlog utility. The onlog utility output shows the date and time of
the committed transactions in the logical log. All data transactions that
occurred after the time you specify in the restore command are lost.

Use quotation marks around the date and time. The format for the English
locale is yyyy-mm-dd hh:mm:ss. If the GL_DATETIME environment variable is
set, you must specify the date and time according to that variable.

Cannot be combined with the -n log option.

-W

Performs a whole-system restore of all storage spaces and logical logs from
the last whole-system backup. The database server must be offline.

After the whole-system restore is complete, the server is in quiescent mode.

If you specify onbar -r -w without a whole-system backup, return code 147
is returned because ON-Bar cannot find any storage spaces backed up as
part of a whole-system backup.

Stops continuous logical log restore. Leaves the server in quiescent mode in
a logical restore suspend state without restoring additional logs.

Usage

You can restore storage spaces stored in both raw and cooked files. If your system
contains primary and mirror storage spaces, ON-Bar writes to both chunks
simultaneously during the restore, except for an external restore. You cannot
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specify to restore temporary spaces. When you restore the critical dbspaces (for
example, the root dbspace), the database server recreates the temporary dbspaces,
but they are empty.

ON-Bar restores the storage spaces in parallel if the BAR_MAX_BACKUP or
BAR_MAX_RESTORE configuration parameter is set to a value greater than 1. To
speed up restores, you can add additional CPU virtual processors.

You can restore noncritical storage spaces in a warm restore, when the database
server is online, in the following circumstances:

* The storage space is online, but one of its chunks is offline, recovering, or
inconsistent.

* The storage space is offline or down.

You cannot perform more than one warm restore simultaneously. If you need to
restore multiple storage spaces, specify the set of storage spaces to restore to
ON-Bar or allow ON-Bar to restore all down storage spaces by not explicitly
specifying any spaces.

Tip: For faster performance in a restore, assign separate storage devices for
backing up storage spaces and logical logs. If physical and logical backups are
mixed together on the storage media, it takes longer to scan the media during a
restore.

In certain situations, you might want to perform a restore in stages. If multiple
devices are available for the restore, you can restore multiple storage spaces
separately or concurrently, and then perform a single logical restore.

By default, ON-Bar restores the latest backup. If you do not want to restore the
latest backup, you can restore from an older backup: for example, when backup
verification failed or the backup media was lost. You can perform a point-in-time
restore or a point-in-log restore. Alternatively, you can expire a bad backup in the
storage manager, run the onsmsync command, and then restore from the older
backup. If you accidentally drop a storage space, you can use a point-in-time
restore or a point-in-log restore to recover it.

You can force a restore of online storage spaces (except critical dbspaces) by using
the -O option. The database server automatically shuts down each storage space
before it starts to restore it. Taking the storage space offline ensures that users do
not try to update its tables during the restore process.

You can restore critical files during a cold restore by including the -cf yes option.
You can rename chunks by specifying new chunks paths and offsets during a cold
restore with ON-Bar. This option is useful if you need to restore storage spaces to a
different disk from the one on which the backup was made. You can rename any
type of chunk, including critical chunks and mirror chunks.

Example: Perform a whole-system restore

A whole-system restore is a cold restore and must be performed while the server is
offline. The following command restores a whole-system backup:

onbar -r -w
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Example: Restore specific storage spaces

The following example restores two specific storage spaces, fin_dbspacel and
fin_dbspace2:

onbar -r fin_dbspacel fin_dbspace2
Example: Perform a warm restore in stages

The following commands perform a physical restore, back up logical logs, and
perform a logical restore:

onbar -r -p
onbar -b -1
onbar -r -1

Example: Point-in-time restore

The following command restores database server data to its state at a specific date
and time:

onbar -r -t "2011-05-10 11:35:57"

In this example, the restore replays transactions that committed on or before the
specified time, including any transactions with a commit time of 11:35:57.
Transactions in progress but not committed by 11:35:57 are rolled back.

Example: Point-in-time restore with a French locale

The default date and time format for the French locale, fr_fr.8859-1, uses the
format "%A %.1d %B %iY %H:%M:%S."

The following command restores the data to a specific point in time that is
formatted for the French locale:

onbar -r -t "Lundi 6 Juin 2011 11:20:14"

You can set GL_DATETIME to a different date and time format that uses the date,
month, two-digit year, hours, minutes, and seconds. For example:

%.1d %B %iy %H:%M:%S

The following command restores to a specific point in time by specifying a
two-digit year for the French locale:

onbar -r -t "6 Juin 11 11:20:14"
Example: Point-in-time restore in stages

The following commands perform a physical restore and a logical restore to the
same point in time:

onbar -r -p -t "2011-05-10 11:35:57"
onbar -r -1 -t "2011-05-10 11:35:57"

Example: Restore a dropped storage space and chunks

Suppose that a transaction dropped a storage space named dbspacel and deleted
chunks at the time 2011-05-10 12:00:00. The following command restores the
storage space and recreates the deleted chunks while the server is offline:

onbar -r -t "2011-05-10 11:59:59" -0
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Avoid

Example: Restore critical files

The following command restores data and the critical files during a cold restore:
onbar -r -cf yes

Related tasks:

[‘Restoring when a backup is missing data” on page 5-16|

[‘Replacing disks during a restore” on page 6-14|

Related reference:

[“Storage space status and required actions” on page 6-2|

[“External restore commands” on page 7-6|
[“ON-Bar security” on page 4-9|
[“onbar -RESTART syntax: Restarting a failed restore” on page 6-18|

salvaging logical logs
The onbar -r command automatically salvages the logical logs. However, avoid
salvaging logical logs in some situations.

Use the onbar -r -p and onbar -r -1 commands to skip log salvage.

If you set the LTAPEDEV configuration parameter to /dev/null on UNIX or to NUL
on Windows, the logical logs are not salvaged in any ON-Bar restore (onbar -r or
onbar -r -w, for example).

Avoid salvaging the logical logs in the following situations:
* When you perform an imported restore

Salvage the logical logs on the source database server but not on the target
database server.

* If you reinitialize the database server (oninit -i) before you perform a cold
restore

Reinitialization creates new logical logs that do not contain the data that you
want to restore.

* If you install a new disk for the dbspace that contains the logical logs
Salvage the logs from the old disk, but not from the new disk.

Related tasks:

[‘Restoring to a different computer” on page 6-16|

Performing a cold restore

If a critical storage space is damaged because of a disk failure or corrupted data,
you must perform a cold restore. If a disk fails, you need to replace it before you
can perform a cold restore to recover data.

If you try to perform a cold restore without a backup, data in the storage spaces
that were not backed up are lost.

To perform a cold restore:
1. Shut down the server by running the onmode -ky command.

2. If the disk that contains the logical-log files must be replaced or repaired, use
the onbar -b -1 -s command to salvage logical-log files on the damaged disk.
Otherwise, ON-Bar automatically salvages the logical logs.

3. If necessary, repair or replace the damaged disk.
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4. If the files in INFORMIXDIR are damaged, copy the back ups of administrative
files to their original locations.

Otherwise, you do not need to copy the administrative files.

5. Restore the critical and noncritical storage spaces by running the onbar -r
command. When the restore is complete, the database server is in quiescent
mode.

6. Start the server by running the onmode -m command.
7. Synchronize the storage manager by running the onsmsync command.
Related reference:

e onsmsync utility” on page 8-
“Th v ility” on page 8-4

Related information:

[onmode -k, -m, -s, -u, -j: Change database server mode|

Configuring a continuous log restore by using ON-Bar

Use continuous log restore to keep a second system (hot backup) available to
replace the primary system if the primary system fails.

The version of IBM Informix must be identical on both the primary and secondary
systems.

To configure continuous log restore by using ON-Bar:

1. On the primary system, perform a level-0 backup with the onbar -b -L 0
command.

2. Import the backup objects that were created to the storage manager of the
secondary server.

3. On the secondary system, perform a physical restore with the onbar -r -p
command. After the physical restore completes on the secondary system, the
database server waits in fast recovery mode to restore logical logs.

4. On the primary system, back up logical logs with the onbar -b -1 command.

5. Transfer the backed up logical logs to the secondary system and restore them
with the onbar -r -1 -C command.

6. Repeat steps El and El for all logical logs that are available to back up and
restore.

7. If you are doing continuous log restore on a secondary system as an emergency
standby, run the following commands to complete restoring logical logs and
quiesce the server:

* If logical logs are available to restore, run the onbar -r -1 command.
 After all available logical logs are restored, run the onbar -r -1 -X command.
Related concepts:

[“Continuous log restore” on page 1-§|

Related reference:

[“onbar -b syntax: Backing up” on page 5-2|

Restoring data by using a mixed restore

You can use mixed restore to reduce the time until urgent data becomes online and
available when you need to restore the server. Urgent data is data that you deem
as critical to your business operation.

In a mixed restore, you first perform a cold restore of the critical dbspaces (the root
dbspace and the dbspaces that contain the physical and logical logs) and the
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dbspaces containing your urgent data. Because you do not restore all dbspaces,
you can bring the server online faster. You then restore the remaining storage
spaces in one or more warm restores.

To perform a mixed restore:
1. Shut down the database server by running the onmode -ky command.
2. Perform a cold restore of the critical and urgent dbspaces by running the onbar

-r command with the list of critical and urgent dbspace names. You can specify
a point in time to restore from an older backup.

3. Start the server by running the onmode -m command.
4. Synchronize the storage manager by running the onsmsync command.
5. Perform a warm restore of the remaining storage spaces by running the onbar

-r command. You can perform multiple warm restores to prioritize certain
storage spaces.

Examples
Example 1: Simple mixed restore

A database server has five dbspaces in addition to the root dbspace:
logdbs, dbs_1, dbs_2, dbs_3, and dbs_4. The logical logs are stored in
logdbs and the physical log is in the root dbspace. The critical dbspaces
that must be restored during the initial cold restore are rootdbs and
logdbs. The dbspace that contains urgent data is dbs_1. The following
commands shut down the database server, perform a cold restore on the
critical and urgent dbspaces, and restart the database server:

onmode -ky
onbar -r rootdbs logdbs dbs_1
onmode -m

After the database server starts, any data stored in rootdbs, logdbs, and
dbs_1 dbspaces is accessible.

The following commands synchronize the storage manager and perform a
warm restore of the remaining dbspaces, dbs_2, dbs_3, and dbs_4:

onsmsync
onbar -r

Example 2: Point-in-time mixed restore

The following commands perform a cold restore for a subset of the storage
spaces (including all critical dbspaces) in the initial cold restore, perform a
warm restore for dbspace_2 and dbspace_3, followed by a warm restore of
dbspace_4 and dbspace_5, and finally perform a warm restore of all
remaining storage spaces:

onbar -r -t "2011-05-10 11:35:57" rootdbs Togspace_1 dbspace_1

onmode -m

onsmsync

onbar -r dbspace_2 dbspace_3

onbar -r dbspace_4 dbspace_5

onbar -r

Strategies for using a mixed restore
To implement a mixed-restore strategy, carefully select the set of dbspaces in which
you place your databases and database objects when you create them.
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ON-Bar backs up and restores physical, not logical, entities. Thus, ON-Bar cannot
restore a particular database or a particular set of tables. Instead, ON-Bar restores a
particular set of storage spaces. It is up to you to track what is stored in those
storage spaces.

For example, consider a database with the catalogs in the dbspace cat_dbs:
create database mydb in cat_dbs with log;

A table in this database is fragmented among the dbspaces tab_dbs_1 and
tab_dbs_2:

create table mytab (i integer, c char(20))
fragment by round robin in tab_dbs 1, tab _dbs 2;

An index for the table is stored in the dbspace idx_dbs:

create index myidx on mytab(i) in idx_dbs;

If you need to restore the server, you cannot access all of the data in the example
database until you restore the dbspaces containing the database catalogs, table
data, and index: in this case, the dbspaces cat_dbs, tab_dbs_1, tab_dbs_2, and
idx_dbs.

To simplify the management and tracking of your data, divide your set of
dbspaces into subsets in which you store data of a particular urgency. When you
create your database objects, place them in dbspaces appropriate to their urgency.
For example, if you have data with three levels of urgency, you might want to
place all the objects (database catalogs, tables, and indexes) associated with your
most urgent data in a particular set of dbspaces: for example, urgent_dbs_1,
urgent_dbs_2, ...urgent_dbs_n. You would place all the objects associated with less
urgent data in a different set of dbspaces: for example, less_urgent_dbs_1,
less_urgent_dbs_2, ... less_urgent_dbs_k. Lastly, you would place your remaining
data in a different set of dbspaces: for example, non_urgent_dbs_1,
non_urgent_dbs_2, .... non_urgent_dbs_r.

If you need to restore the server, you would first perform a cold restore of all
critical dbspaces and dbspaces containing urgent data, urgent_dbs_1 through
urgent_dbs_n. For example, assume that logical logs are distributed among two
dbspaces, logdbsp_1 and logdbsp_2, and the physical log is in rootdbs. The
critical dbspaces are therefore rootdbs, logdbsp_1, and logdbsp_2.

You would perform the initial cold restore by issuing the following ON-Bar
command:

onbar -r rootdbs logdbsp_1 Togdbsp_2 urgent_dbs_1 ... wurgent_dbs_2
You can bring the server online and all business-urgent data is available.

Next, perform a warm restore for the less-urgent data:

onsmsync
onbar -r Tess_urgent_dbs_1 Tess_urgent_dbs 2 ..... less_urgent_dbs_k

Finally, you can perform a warm restore for the rest of the server by issuing the
following command.

onbar -r
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In a larger system with dozens of dbspaces, you can divide the warm restore
portion of the mixed restore into several warm restores, each restoring only a small
subset of the dbspaces remaining to be restored in the system.

Recreating chunk files during a restore

If the disk or file system fails, one or more chunk files might be missing from the
dbspace. Use the -0 option to recreate missing chunk files and any necessary
directories during a restore.

The restore fails if insufficient space exists on the file system. The newly created
chunk files are cooked files and are owned by group informix on UNIX or group
Informix-Admin on Windows.

Restoring when using cooked chunks
You can recreate missing cooked chunk files during a restore.

Restriction: ON-Bar does not recreate chunk files during a logical restore if the
logical logs contain chunk-creation records.

To restore when using cooked chunks:

1. Install the new disk.

2. Based on your system, perform one of the following tasks:
* On UNIX, mount the device as a file system.
* On Windows, format the disk.

3. Allocate disk space for the chunk file.

4. Run the onbar -r -O space command to recreate the chunk files and restore the
dbspace.

Related information:
[Allocating cooked file spaces on UNIX]

Restoring when using raw chunks
You can recreate missing raw chunk files during a restore.

To restore when using raw chunks:
1. Install the new disk.

2. For UNIX, if you use symbolic links to raw devices, create new links for the
down chunks that point to the newly installed disk. ON-Bar restores the chunk
file to where the symbolic link points.

3. Issue the onbar -r space command to restore the dbspace.
Related information:

[Allocating raw disk space on UNIX|

[Allocating raw disk space on Windows|

Reinitializing the database server and restoring data

Reinitializing disk space destroys all existing data managed by the database server.
However, you can restore data from a backup that was performed before
reinitialization.

You must have a current, level-0 backup of all storage spaces.

During initialization, ON-Bar saves the emergency boot file elsewhere and starts a
new, empty emergency boot file. Therefore, any backups that you performed before
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reinitializing the database server are not recognized. You must use the copy of the
emergency boot file you saved before initialization to restore the previous database
server instance.

To reinitialize the database server and restore the old data:

1. Copy the emergency boot file, the oncfg file, and the onconfig file to a different
directory.

Set the FULL_DISK_INIT configuration parameter to 1 in the onconfig file.
Shut down the database server.

Reinitialize the database server by running the oninit -i command.

Al A

Move the administrative files into the database server directory. If the
administrative files are unavailable, copy them from the last backup into the
database server directory.

6. Perform a restore by running the onbar -r -p -w command. Do not salvage the
logical logs.

7. Verify that you restored the correct instance of the critical and noncritical
storage spaces.

Related information:
[The oninit utility|

Replacing disks during a restore

6-14

You can replace disks during a restore by renaming chunks. You rename chunks by
specifying new chunks paths and offsets during a cold restore with ON-Bar. This
option is useful if you need to restore storage spaces to a different disk from the
one on which the backup was made. You can rename any type of chunk, including
critical chunks and mirror chunks.

The old chunk must be included in the last level-0 backup.

The following guidelines apply to new chunks:

* The new chunk does not need to exist. You can install the new chunk later and
perform a warm restore of a storage space containing it. If you specify a
nonexistent chunk, ON-Bar records the rename information in the chunk
reserved pages, but does not restore the data. The renamed (but not restored)
chunks have a status of offline, designated by an N flag in the output of the
onstat -d command.

* The new chunk must have the correct permissions.

* The new chunk must be included in the last level-0 backup.

* The new chunk path name and offset cannot overlap existing chunks.

Tip: If you use symbolic links to chunk names, you might not need to rename
chunks; you only need to edit the symbolic name definitions.

To rename chunks during a restore:
1. Shut down the database server.

2. Run the onbar -r command with the -rename option and the chunk
information options. If you are renaming the primary root or mirror root
chunk, ON-Bar updates the values of the ROOTPATH and ROOTOFFSET, or
MIRRORPATH, and MIRROROFFSET configuration parameters. The old
version of the onconfig file is saved as $ONCONFIG. localtime.

3. Perform a level-0 archive so that you can restore the renamed chunks.
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Examples

The following table lists example values for two chunks that are used in the
examples in this section.

Element Value for first chunk Value for second chunk
Old path /chunkl /chunk2

Old offset 0 10000

New path /chunkIN /chunk2N

New offset 20000 0

Example 1: Rename chunks by supplying chunk information in the command
The following command renames the chunks chunkl to chunk1N and
chunk2 to chunk2N:
onbar -r -rename -p /chunkl -0 0 -n /chunkIN -o 20000

-rename -p /chunk2 -o 10000 -n /chunk2N -0 0

Example 2: Rename chunks by supplying chunk information in a file
Suppose that you have a file named Tistfile that has the following
contents:

/chunkl 0 /chunk1N 20000
/chunk2 10000 /chunk2N 0

The following command renames the chunks chunkl to chunk1N and
chunk? to chunk2N:

onbar -r -rename -f listfile

Related reference:

[“onbar -r syntax: Restoring data” on page 6-2|

[“onbar -b syntax: Backing up” on page 5-2|

Renaming a chunk to a nonexistent device

To rename a chunk to a nonexistent device, specify the new path name, but restore
the storage spaces after you install the physical device. This option is useful if you
need to rename a chunk and it is convenient to perform a cold restore before you
install the new device. When the new chunk device is ready, you can perform a
warm restore of a storage space onto it.

You can combine renaming chunks with existing devices and renaming chunks
with nonexistent devices in the same rename operation. This example shows how

to rename a single chunk to a nonexistent device name.

The following table lists example values for the chunks used in this example.

Storage space Old chunk path Old offset New chunk path  New offset
sbspacel /chunk3 0 /chunk3N 0

To rename a chunk to a nonexistent device:

1. Rename the chunk with the following command: onbar -r -rename -p /chunk3
-0 0 -n /chunk3N -0 0

2. When you see the following prompt, enter y to continue:
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The chunk /chunk3N does not exist. If you continue, the
restore may fail later for the dbspace which contains this chunk.
Continue without creating this chunk? (y/n)

The chunk /chunk3 is renamed to /chunk3N, but the data is not yet restored to
/chunk3N.

Perform a level-0 archive.
Add the physical device for /chunk3N.
Perform a warm restore of sbspacel with the onbar -r sbspacel command.

ook w

Perform a level-0 archive.

Restoring to a different computer

You can back up data on one computer and restore the data on a different
computer. Importing a restore is useful for disaster recovery or upgrading a
database server. After you back up your data and move over the storage-manager
objects, you can perform an imported restore. An imported restore involves
copying files from the source to the target computer and performing the restore in
one of several ways.

Prerequisites:
* Your storage manager must support imported restores.

* A whole-system backup must include all storage spaces; logical logs are
optional.

The level-0 backup must include all storage spaces and logical logs.

* Both the source and target computers must be on the same LAN or WAN and
must have the following attributes:

— Identical hardware and operating systems
— Identical database server versions and editions

— The same configuration and ROOTPATH information, although the server
names and numbers can differ.

— Identical storage-manager versions
— Compatible XBSA libraries

Important: Every chunk (including mirrors) must match exactly in size, location,
and offset on the source and target computers for the imported restore to complete.

To perform the imported restore:
1. Install the database server and the storage manager on the target computer.
2. Set up the storage manager on the target database server instance.

a. Set the necessary environment variables.
Define the same type of storage devices as on the source instance.
Label the storage media with the correct pool names.
Mount the storage devices.

®aoo

Update the sm_versions file on the target computer with the
storage-manager version.

3. Be sure that the target computer has the devices and links in place for the
chunks that match the devices and links on the source computer

4. Perform a level-0 backup (onbar -b or onbar -b -w) of all storage spaces on the
source database server.

Restriction: Do not perform an incremental backup.
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5. Mount the transferred storage volumes.

* If the backup files are on disk, copy them from the source computer to the

target computer.

* If the backup is on tapes, mount the transferred volumes on the storage
devices that are attached to the target computer. Both the source and target
computers must use the same type of storage devices such as 8-mm tape or

disk.

* If the backup is on the backup server, retrieve the backup from that backup

server.

6. Use storage-manager commands to add the source host name as a client on the

target computer.

7. Copy the following files from the source computer to the target computer.

Table 6-3. Administrative files to copy

File

Action

Emergency boot file

Rename the emergency boot file with the
target database server number. For example,
rename ixbar.51 to ixbar.52. The emergency
boot file needs only the entries from the
level-0 backup on the source computer.

The file name is ixbar.servernum.

The oncfg files: oncfg_servername.servernum

ON-Bar needs the oncfg file to know what
dbspaces to retrieve. Rename the oncfg file
with the target database server name and
number. For example, rename
oncfg_bostonserver.51 to
oncfg_chicagoserver.52. The file name must
match the DBSERVERNAME and
SERVERNUM on the target computer.

The onconfig file

In the onconfig file, update the
DBSERVERNAME and SERVERNUM
parameters with the target database server
name and number.

Storage-manager configuration files, if any

The storage-manager configuration files
might need updating.

8. Restore the data in one of the following ways:

Table 6-4. Restore data options

Option

Action

If you did not start the Informix instance on
the target server

Use the onbar -r command to restore the
data.

If you are importing a whole-system backup

Use the onbar -r -w -p command to restore
the data.

If you started the Informix instance on the
target server.

Restore the data in stages:

1. Use the onbar -r -p command to restore
the physical data.

2. Use the onbar -r -1 command to restore
the logical logs.

This process avoids salvaging the logs and
any potential corruption of the instance.
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9. Before you expire objects on the target computer and the storage manager with
the onsmsync utility, perform one of the following tasks. Otherwise, onsmsync
expires the incorrect objects.

* Manually edit the emergency boot file viz ixbar.servernum in the
$INFORMIXDIR/etc directory on the target computer. Replace the IBM
Informix server name that is used on the source computer with the IBM
Informix server name of the target computer

* Run the onsmsync -b command as user informix on the target computer to
regenerate the emergency boot file from the sysutils database only. The
regenerated emergency boot file reflects the server name of the target
computer.

Related reference:

[“Avoid salvaging logical logs” on page 6-9

onbar -RESTART syntax: Restarting a failed restore

6-18

If a failure occurs with the database server, media, storage manager, or ON-Bar
during a restore, you can restart the restore from the place that it failed. To restart
a failed restore, the RESTARTABLE_RESTORE configuration parameter must be set
to ON in the onconfig file when the restore fails.

Restart a restore

»»—onbar—-RESTART )

Table 6-5. onbar -RESTART command

Option Description

-RESTART Restarts a restore after a database server, storage manager,
or ON-Bar failure.

The RESTARTABLE_RESTORE configuration parameter
must be set to ON when the restore failure occurs.

You can restart the following types of restores:
* Whole system

* Point in time

» Storage spaces

* Logical part of a cold restore

Do not use the -RESTART option if a failure occurs during
a warm logical restore.

Usage

When you enable restartable restore, the logical restore is slower if many logical
logs are restored. However, you save time if the restore fails and you restart the
restore. Whether a restore is restartable does not affect the speed of the physical
restore.

The physical restore restarts at the storage space and level where the failure
occurred. If the restore failed while some, but not all, chunks of a storage space
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were restored, all chunks of that storage space are restored. If storage spaces and
incremental backups are restored successfully before the failure, they are not
restored again.

If the BAR_RETRY configuration parameter is set to 2, ON-Bar automatically tries
to restore any failed storage spaces and logical logs again. If the restore is
successful, you do not need to restart the restore.

If the BAR_RETRY configuration parameter is set to 0 or 1, ON-Bar does not try to
restore any failed storage spaces and logical logs again. If the database server is
still running, ON-Bar skips the failed storage space and attempts to restore the
remaining storage spaces. To complete the restore, run the onbar -RESTART
command.

The following figure shows how a restartable restore works when the restore failed
during a physical restore of dbspace2. The level-0, level-1, and level-2 backups of
rootdbs, and the level-0 and level-1 backups of dbspacel and dbspace2 are
successfully restored. The database server fails while restoring the level-1 backup
of dbspace2. When you restart the restore, ON-Bar restores the level-2 backup of
dbspace 1, the level-1 and level-2 backups of dbspace2, and the logical logs.

Restore failed during a physical restore of dbspace2:

= ° 4,
o) (0)|° rootdbs dbspacef dbspace?

Completed Completed Failed

Restart the restore:

Restarts at dbspace1
— O [e) (level-2).
o 0

rootdbs dbspace1 dbspace?

0 O O

Figure 6-1. Restartable physical restore

If a restore fails during the logical phase and you restart the restore, ON-Bar
verifies that the storage spaces are restored, skips the physical restore, and restarts
the logical restore. The following figure shows a cold restore that failed while
restoring logical log LL-3. When you restart the cold logical restore, log replay
starts from the last restored checkpoint. In this example, the last checkpoint is in
logical log LL-2.

If a failure occurs during a cold logical restore, ON-Bar restarts the restore at the
place of failure.

Important: If a failure occurs during a warm logical restore, restart the restore

from the beginning. If the database server is still running, run the onbar -r -1
command to complete the restore.
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Cold restore failed during a logical restore of LL-3. The last checkpoint is in LL-2.

S0E *

Completed Completed Failed

Restart the cold restore:

Restarts at the last checkpoint in LL-2.

= 0] o
o (O

Figure 6-2. Restartable cold logical restore

Related reference:

[“onbar -r syntax: Restoring data” on page 6-2|

["'BAR_RETRY configuration parameter” on page 17-12|

["'RESTARTABLE_RESTORE configuration parameter” on page 17-20|

[“ON-Bar security” on page 4-9|

Resolve a failed restore

How you resolve a failed restore depends on the cause of the failure.

You can save some failed restores even if restartable restore is turned off. For
example, if the restore fails because of a storage-manager or storage-device error,
you can fix the tape drive or storage-manager problem, remount a tape, and then

continue the restore.

The following table shows what results to expect when physical restore fails and
the value of the BAR_RETRY configuration parameter is > 1.

Table 6-6. Failed physical restore scenarios

RESTARTABLE_

Type of error RESTORE setting What to do when the physical restore fails?

Database server, ON or OFF ON-Bar tries each failed restore again. If the storage manager

ON-Bar, or failed, fix the storage-manager error.

storage-manager

error (database server If the tried restore fails, issue onbar -r spaces where spaces is the

is still running) list of storage spaces not yet restored. Use onstat -d to obtain the
list of storage spaces that need to be restored. ON-Bar restores the
level-0 backup of each storage space, then the level-1 and level-2
backups, if any.

ON-Bar or ON Issue the onbar -RESTART command.

storage-manager
error (database server
is still running)

If the storage manager failed, fix the storage-manager error.

The restore restarts at the storage space and backup level where
the first restore failed. If the level-0 backup of a storage space was
successfully restored, the restarted restore skips the level-0 backup
and restores the level-1 and level-2 backups, if any.
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Table 6-6. Failed physical restore scenarios (continued)

RESTARTABLE_
Type of error RESTORE setting What to do when the physical restore fails?
Database server ON or OFF Because the database server is down, perform a cold restore. Use
failure onbar -r to restore the critical dbspaces and any noncritical spaces
that were not restored the first time.
Database server ON Issue the onbar -RESTART command.

failure

The restore restarts at the storage space and backup level where
the first restore failed. If the level-0 backup of a storage space was
successfully restored, the restarted restore skips the level-0 backup
and restores the level-1 and level-2 backups, if any.

The following table shows what results to expect when logical restore fails.

Table 6-7. Failed logical restore scenarios

RESTARTABLE_

Type of error RESTORE setting What to do when a logical restore fails?

Database server or ON Issue the onbar -RESTART command.

ON-Bar error in a cold

restore (database server is The logical restore restarts at the last checkpoint. If this

still running) restore fails, shut down and restart the database server to
initiate fast recovery of the logical logs. All logical logs not
restored are lost.

Database server or ON or OFF Issue the onbar -r -1 command. The restore restarts at the

ON-Bar error (database failed logical log.

server is still running)
If onbar -r -1 still fails, shut down and restart the database
server. The database server completes a fast recovery. All
logical logs that were not restored are lost.
If fast recovery does not work, you must do a cold restore.

Database server error ON If the cold logical restore failed, issue onbar -RESTART.
If the warm logical restore failed, issue the onbar -r -1
command. If that fails, restart the entire restore from the
beginning.

Storage-manager error ON or OFF ON-Bar tries each failed logical restore again. If the tried

restore fails, the logical restore is suspended. Fix the
storage-manager error. Then issue the onbar -r -1 command.
The restore restarts at the failed logical log.

Related reference:

["'BAR_RETRY configuration parameter” on page 17-12|

["'RESTARTABLE_RESTORE configuration parameter” on page 17-20|
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Chapter 7. External backup and restore

These topics discuss recovering data by using external backup and restore.

External backup and restore overview

An external backup and restore eliminates the downtime of systems because the
backup and restore operations are performed external to the IBM Informix system.

ON-Bar does not move the data during the backup or physical restore. An external
backup allows you to copy disks that contain storage-space chunks without using
ON-Bar. When disks fail, replace them and use vendor software to restore the data,
then use ON-Bar for the logical restore. For more information, see
[in an external restore” on page 7-5)

The following are typical scenarios for external backup and restore:
* Availability with disk mirroring

If you use hardware disk mirroring, you can get your system online faster with
external backup and restore than with conventional ON-Bar commands.

* Cloning

You can use external backup and restore to clone an existing production system
for testing or migration without disturbing the production system.

The following figure shows how to perform a backup with mirroring.

Hardware or 0S
mirroring enabled

L
1

Database server

o

isks (mirrored)

Step 1: Block the server with
onmode -c block

L
!

[w)

Database server isks (mirrored)

Step 2: Break mirroring

L

Database server

Step 3: Unblock the server

with onmode -¢ unblock
Database server

» [ = (¢}
o) (@)

Database server Disks
Backup media

Step 4: Backup logical logs
with onbar -b -l -c

UiL
TEEL

= o
—>ooO

Database server Disks Backup media

Step 5: Backup data from
mirror disks to backup media

U
1

Step 6: Resume mirroring

L
1

Database server Disks (mirrored)

Figure 7-1. Perform a backup with mirroring
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Block

In this configuration, the database server is running continuously, except for the
short time when the database server is blocked to break the mirror. The mirrored
disks contain a copy of the database server storage spaces. To create a backup,
block the database server to stop transactions and disable mirroring. The mirrored
disks now contain a copy of the consistent data at a specific point in time. After
disabling mirroring, unblock the database server to allow transactions to resume
and then backup the logical logs. Copy the data from the offline mirrored disks to
back up media with external commands. Now you can resume mirroring.

before backing up

Before you begin an external backup, block the database server. Blocking forces a
checkpoint, flushes buffers to disk, and blocks user transactions that involve
temporary tables.

During the blocking operation, users can access that database server in read-only
mode. Then you can physically back up or copy the data to another set of disks or
storage media by using operating-system or third-party tools. When you complete
the external backup, unblock the database server so that transactions can resume.
You should include all the chunk files in each storage space, administrative files,
such as onconfig, and the emergency boot file, in an external backup.

Important: To make tracking backups easier, you should back up all storage spaces
in each external backup.

ON-Bar treats an external backup as equivalent to a level-0 backup. You cannot
perform an external backup and then use ON-Bar to perform a level-1 backup, or
vice versa because ON-Bar does not have any record of the external backup. For
more information, see [“Performing an external backup when chunks are not|
[mirrored” on page 7-4)

Rules for an external backup

Before you begin an external backup, review the rules for performing an external
backup.

The rules that you must follow are:

* The database server must be online or in quiescent mode during an external
backup.

* Use ON-Bar to back up all logical logs including the current log so that you can
restore the logical logs at the end of the external restore.

* Suspend continuous logical-log backups before you block the database server for
an external backup. After the external backup is complete, resume the
continuous logical-log backup.

To stop continuous logical-log backup, use the CTRL-C command. To resume
continuous logical-log backup, use the onbar -b -1 -C command.

* Wait until all ON-Bar backup sessions have completed before you block the
database server. If any backup sessions are active, the block command displays
an error mes